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Ebstract

The current state of the theory describing cosmic ray modulation

in the interplanetary medium is reviewed. Emphasis is given to the
problems of determining the transport coefficient for diffusion in energy
and position space and in assessing the importance of particle drift
motion in three dimensional modulation models.
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1. Introduction

Mo

The purpose of this review is to provide a description of J
the current state of the theory for the main effects of the interplanetary i
medium on the galactic cosmic ray spectrum. Recent work explaining é_
the three dimensional nature of energetic particle motion in the
heliosphere, together with a continued input of interesting experimental
results from Pioneer 10 and 1l and Voyagers 1 and 2 makes this task
necessary. While we will concentrate on the development of the formal
description of the topic of modulation, important experimental data
requiring explanation will be mentioned.

Two basic reasons motivate the desire to understand cosmic
ray modulation. For some, the interaction of energetic particles with
the electromagnetic fields of the interplanetary medium is an example
of an astrophysical plasma problem which should be capable of solution,
given the comprehensive and complementary field and particle data
available. For others, the effect of the interplanetary medium is
simply to mask our knowledge of the true interstellar cosmic ray spectra
below v 1010 eV and modulation studies are expected to provide suitable
correction factors to near Earth measurements of the charge and energy
spectra of cosmic ray nuclei and electrons.

It was only in 1954 that Forbush established the ll-year
modulation of the cosmic ray intensity in anti-correlation with solar
activity which is now recognised as the chief effect of the interplanetary
medium on the galactic spectrum (Forbush, 1954). However, pre=-1939
searches for anisotropies associated with the galaxy revealed intensity
variations dependent upon solar time which in fact correspond to flow
patterns associated with the ll-year modulation. Pomerantz and Duggal
(1971) in their review of the solar diurnal anisotropy cite Miehlnickel
(1938) as an example of such an observation. Transient change in the
level of modulation usually associated with geomagnetic activity and
known as the Forbush Decrease was first noticed in the 1930's, e.q.
Messerschmidt (1933) and Steinmaurer and Grazidei (1933).

Quantitative theoretical understanding of modulation can take
two approaches, both deriving from the work of Parker on the solar wind
{(Parker, 1958a) which established the supersonic plasma outflow from
the sun and the Archimedean spiral field pattern. Parker (1958b)
pointed out the effect of scattering irregularities in the solar wind
magnetic field would be to cause a tendency for low energy cosmic rays
to convect outwards with the flow. The reduction in intensity near
the sun would result in a balancing, inward diffusive flux along the
spiral field lines, driven by the density gradient. A further cause
for reduction in the differential number density of particles is the
deceleration brought about by expansion of the solar wind medium.

This was first mentioned by Singer et al (1962) in connection with a
theory for Forbush decreases, but was subsequently applied to the 11-
year cycle modulation by Quenby (1965a) and Dorman (1965). A complete
Fokker-Planck equation describing diffusion parallel and perpendicular
to the mean field, convection and energy loss due to adiabatic
deceleration was then quickly provided by Parker (1965b). The only
modification to this equation required by more recent studies is the
inclusion of an acceleration term due to the relative motion of waves
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in the solar wind reference frame (Fisk 1976a). Simplicity in
understanding modulation, especially the associated anisotropy,

derives from the work of Gleeson and Axford (1968) on the Compton=-
Getting factor, C = 1/3U 3/37(aTU) for number density U at kinetic
energy T with o = T+2EO/T+EO. CVU represents the first order correction
to any wind frame anisotropy on transformation to the stationary
reference frame with solar wind velocity V. Hence with a diffusion
gradient driven flux purely along the field lines in the wind frame,

K, 4U0/3s for parallel diffusion coefficient K, and arc length along

the field s, the total rest frame streaming is

s = oy - K, 2

s v s (1)

In equilibrium the radial component of § is observed to be roughly
zero, so CVy = Krrau/ar where Kyy is the “resolute of X, in the r or
radial direction. Also the azimuthal streaming is Kor 9u/d%r and

is from the East since there is no Vg and the Archimedean spiral field
lines run east to west as seen by inward moving particles. Because

the spiral angle is = 45° at the Earth, we see immediately that the
azimuthal streaming giving rise to the solar diurnal variation is = CVN.
Also the depth of modulation is given by

Ul Av)

ulzr_) f £ ) =

= exp (_

rl r

where r_ represents the boundary of the modulation region or solar cavity.

Experimentally it is found that at high magnetic rigidities
(Y 1 GV), we can write

U (1 AU) M .

‘_U(?;—)_ Y exp (-3 (3)
where P is in GV and independent studies of U(rm) based on spectral
composition data and galactic radio emission suggest M = 0.3 - 0.6 GV

at solar minimum. No integral of (2) can be performed reliably as yet.
Attention has been paid to perpendicular diffusion and drift motion under
field gradient and curvature and to out-of-ecliptic effects which can
substantially modify the approximation (l) (e.g. Lietti and Quenby, 1968;
Jokipii, Levy and Hubbard, 1977).

An alternativeviewpoint or approximation to modulation arises
from the hypothesis of Ehmert (1960) that the particles move under a
heliocentric electric potential. This is not due to an electrostatic
charge, as originally postulated, but results from the smooth field
limit or Archimedean spiral representation of the IMF (Interplanetary
Magnetic Field). Here, the rest frame electric field is E=-VxB
because of the relativistic transformation appropriate to “infinite
electrical conductivity in the moving frame. For a steady B and V,
the electric field can be represented by a potential

v = -a®aslsin 2 (4)
where a is the distance from the sun to the earth, BY is the radial
component of the magnetic field at a and A and @ are respectively solar



jatitude and angular speed (e.g. Stern, 1964). This representation
fails to explain azimuthal streaming because there is no scattering

to break Liouville's theorem which says that since there is access
from all directions to a given point in the electrostatic potential,
no anisotropy can result. It does however provide a rough description
of the level of cosmic ray modulation and the possible dominating
importance of three dimensional particle drift motion under gradient
and curvature forces (Jokipii and Kopriva, 1979; Kota, 1979). These
drifts move particles against E to or from the solar polar regions.

From the viewpoint of modulation studies as a means of doing
collisionless plasma physics, the detailed understanding of the i
interaction of cosmic rays with interplanetary waves and discontinuities
is important. Jokipii (1966) and Roeloff (1966) pioneered the attack
on this problem using the concept of the resonant wave-particle
interaction to scattering in pitch angle and hence K, and to estimate
also the magnitude of perpendicular diffusion. Acceleration during
wave-particle interactions was studied by Tverskoy (1967) who included
the effects of both resonant interaction and those of long wavelength
fluctuations. An example of a related study on the ability of shock
fronts to accelerate a low energy solar particle population is that of
Sarris and Van Allen (1974).

Although limitations in the amount of material we can
reasonably cover in this review precludes a detailed account of
Forbush Decrease theory, we should mention at this point that such
investigations also relate to the plasma physics of the interplanetary
medium. In this case, it is likely to be the modifications resultant
upon the emission of a high speed stream or a blast wave from the sun
which causes the event. Theories of the decrease either derive from
the disordered field model of Morrison (1956) or an ordered field geometry
(Alfven 1954). MaEfprogress has been made based upon a geometry derived
from Parker's (1963a) blast wave model which introduced the idea of a
moving, leaky barrier.

Whereas it is probably correct to say that almost all the main
effects governing the overall cosmic ray modulation were known by 1965,
the relative importance of the various terms in the Fokker-~Planck
transport equation describing the interplanetary propagation and the
evaluation of the transport parameters employed remain as topics to be
decided. Recent experimental results which profoundly influence the
course of the theoretical development of the subject are the continuing
small values of the density gradient seen out to 20 AU and beyond by
Pioneer 10, the increasing confirmation that the mean IMF is entirely
outward or inward abowve * 15° - 30° solar latitude, evidence for
interplanetary acceleration at low energies and a variety of low energy
solar particle and galactic charge composition and flow data which seem
to be incompatible with low values of the scattering mean free path
derived from local magnetic field data.

Our review must be selective in the experimental data mentioned
and our thecretical development will aim to present simple and therefore
non-rigorous proofs for the benefit of those who are not well trained in
Applied Mathematics. For both these reasons we now list previous reviews,
through which a more thorough knowledge of the subject can be obtained.
Theory is reviewed in book or journal form by Parker (1963b), Dorman
(1963), Quenby (1967), Parker (1969), Jokipii (1971), Volk (1975),

*Fisk (1979) and Gleeson and Webb (1979) while reviews given at



conferences include Parker (1965a), Quenby (1965b), Gleeson (1971),
Quenby (1973, 1977), Forman (1975), Jokipii (L979) and Lee (L981).
Experimental evidence is reviewed in book or journal form by Webber
(1962), Lockwood (1971), Pomerantz and Duggal (1971, 1974) and

Moraal (1976), while conference reviews include Webber (1967),

Gleeson (1971), Quenby (1973), Moraal (1975), Pomerantz (1975),
Nagashima (1977), Duggal (1977), Webber (1979), McKibben (1981) and
Somogyi (1981). Related reviews of solar particle propagation include
McCracken and Rao (1970), Lin (1974), Palmer (1981) and Quenby (1982).
Early work can be followed in Elliot (1952) and Singer (1958).

2, The Interplanetary Magnetic Field and The Solar Wind

Modulation theory can only reasonably be developed within the
context of current modelsfor the solar wind, the interplanetary
magnetic field and the termination of the heliosphere at the boundary
with the interstellar medium. Usually it has been the advance of
knowledge concerning the solar plasma configuration which has pre-
dated improvement in modulation theory. Since we are limited by
current solar wind data, including the three-dimensional field and
plasma distribution, it is reasonable to briefly summarise this
knowledge before critically reviewing cosmic ray propagation theory.

Starting from the idea of a sphecially symmetric, supersonic
plasma outflow from the sun, Parker (1958a) pointed out that at the
very high magnetic Reynolds number appropriate to conditions in the
interplanetary medium, frozen-in field lines initially radial in
direction at some point, r = b, close to the solar surface, would
follow the Archimedes spiral

VtE + b

1

r

(5)

Il

) ¢, + 9 t sin 0

in a spherical coordinate system with 6 = 0 defining the rotational

axis of the sun and ¢, as the longitude of origin of the streamline

or field line at r = b where the flow just becomes supersonic.
Conservation of magnetic flux in the diverging geometry requires B_, -
the radial component of the magnetic induction (to be known as

'field' from henceforth) to go as By = Bo(b/r)2 for B =By at r = b.

The streamline/field line makes an angle ¢ = tan~l(Qr sin 6/V) to

&y at r and hence By = Bo(b/r)2 Qrsin 8/V.

Modifying Parker's idea to take into account the suggestion
of Schulz (1973) and others that the solar field and its extension
into the solar wind can be represented by the dragging out of a dipole,
tilted at an angle o with respect to the solar rotational axis,

2
- by 4
B=58, & v

_r Q sind 1{1-2 s[6 - (.T.ZT_+ o sin(¢p - %Q—))]}

(8)

where S(X) is the Heaviside step function. The current sheet representing
the bounday between inward. and outward interplanetary field is given by
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6 = 3

+ a sin (¢ - %?0 (7)

e.g. Jokipii and Kopriva, 1979). Pioneer 1l data (Smith et al, 1978)
suggest that o = 16° in 1976 because the sector structure in the
field had almost completely disappeared when the spacecraft reached
a heliolatitude of 16°.

Figure 1 (Jokipii and Thomas, 1980), shows a computer
simulation of the warped current sheet separating the outward and
inward regions of field polarity. It is the wobbling of the solar
dipole equator with respect to a fixed point in interplanetary space
together with the roughly radial motion of the solar wind convecting
the field at a finite speed and causing a delay in the appearance
of one particular sign of the photospheric field at a point in space
that produces the pattern.

The relatively simple tiled dipole model does not, however,
satisfy completely the totality of the sector structure data available,
in particular on the Rosenberg-Coleman (1969) effect. This measures
the dependence of magnetic field polarity on heliolatitude and the
problem is discussed by Moussas and Tritakis (1980). Hakamada and
Akasofu (1981) for example find two peaks per solar cycle in the
maximum heliolatitude of the current sheet between 1965 and 1978,
namely in 1968 and 1974 and a maximum tilt angle of 27°. They found
this by fitting a latitude dependence to the solar wind speed as
revealed by interplanetary scintillation data on the movement of
inhomogeneities across radio sources (Dennison and Hewish, 1967;

Sime and Rickett, 1978). The angle of dipcle tilt was then made to

fit the chief feature of the observed solar wind speed at the earth.
Polar coronal holes are supposed to be centred on the dipole axis and
hence the equatorwards spreading of the polar streams (e.g. Suess et al
1976) appear in the northern and southern hemispheres at longitudes
separated by 180°, Hakamada and Akasofu show the solar wind speed to
be a maximum twice per 27-day rotation period and in phase with their
predicted maximum of solar magnetic latitude. This observation together
with the expected sign reversal of B each half rotation period fits
into the idea of the equatorwards spreading from coronal holes.

However to obtain a 4-sector structure as sometimes cbserved, an
additional longitudinal wave structure is postulated for the current
sheet, possibly due to for example two northern coronal streamers in
1971-1973 (quard and Koomen, 1974).

An overall summary of the time variations of the interplanetary
scintillation measurements is given by Coles et al 1980, from whom
Figure 2 is reproduced. While the equatorial wind speed remains
relatively steady, the high latitude speed and positive latitudinal
gradient in speed are both greatest at solar minimum. Note also the
contraction of the coronal hole area near solar maximum.

Simultaneous Helios I and Helios 2 magnetometer observations
between 0.28 and 1 AU confirm the average tilted current sheet configuration
giving a angle o = 10° (Villante et al 1979). However observational
scatter about the mean result can be interpreted in terms of local
distortion to the warped current sheet boundary and Figure 3 is one
possible model satisfying the data. Four sectors are only found at
northern latitudes in this model.
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Concerning the overall and fluctuating behaviour of the
magnetic field, a recent study by Thomas and Smith (1980a) confirms
the average Parker spiral angle out to 8.5 AU but shows that the
field direction exhibits more variability in gquiet than in interaction
regions of the solar wind. Pioneer 10 data out to 5 AU approximately
fit the expected r~2 radial magnetic field dependence and the associated
r~l azimuthal field variation (Rosenberg et al 1978) though some
departure from the latter law due to correlated § PE 8 B¢ fluctuations
can be accommodated in the scatter of the results (Goldstein and
Jokipii 1977). Thomas and Smith (1980b) have studied the radial power
spectrum-of fluctuations and Figures 4 and 5 respectively show the power
in the transverse and IBI or longitudinal fluctuation components at
different radial distances. The spectral indices at high frequencies
tend toincrease from ~l1.7 to ~l1.4 between 1 and 7 AU. Integrated
power spectral data,show a radial variation proportional to r—3.03 for-
the transverse component and proportional to r=2-04 for 6?4. Thus
the scaling of the transverse power is close téo that of [B|<, which
varies as r~2-74 (Rosenberg et al 1978) while the longitudinal
fluctuations become relatively more important further out.

Burlaga (1979) has recently reviewed the subject of wave motion
within the IMF from the viewpoint of identification of the propagation
modes for the disturbances. It is generally agreed that most fluctuations
are Alfvénic, obeying 8V = A$B where A = Vp/B, for Alfvénic speed Vp
and mean field B,. However, it is necessary to distinguish between
either plane, transverse wave fluctuations with 6B(t) oscillating in

2 dimensions so that [gj = constant and the perturbation vector moves
on a gmall circle of a sphere of this radius but restricted to the
plane perpendicular to B or alternatively the more general |§J = constant

wave case where 8B (t) fluctuates over the surface of this sphere in
different planes at different positions (Whang 1973, Goldstein et al

1974) . In the second case, there is a 8B, : 6B, anticorrelation and
observations confirm this latter situation is the most common (Sari
1977) . Both types of waves are predicted to follow a ldgjr)[ » r=3/2

radial dependence (Whang 1973), in agreement with the Thomas and Smith
power spectra data. By studying the time it takes these fluctuations
to convect in the solar wind past two close spacecraft, it is possible
to study the alignment of the minimum variance direction or equivalently
the k (propagation vector) orientation (Demskat and Burlaga, 1977).
This study indicates a tendency for k to align with the average field
direction, rather than the radial direction. Theoretical predictions
in the absence of velocity gradients had suggested that Alfvén waves
would have k vectors more nearly radial in orientation (Barnes, 1969;
vélk and Alpers, 1973). Furthermore, the tendency of the k direction
to align with B includes the leading and trailing edge parts of stream
interaction regions contrary to the prediction of some that k would
point west of the earth-sun line at the front and east of this line to
the rear of the interaction. '

Large scale discontinuities also exist in the IMF. Discontinuous
field changes in direction ¥ 30° occur at a rate of 0.5 to one per hour
and there are roughly equal numbers which are tangential discontinuities
with B parallel to the surface and no mass flow across and rotational
discontinuities with a field component normal to the surface and mass
flow across this plane (e.g. Burlaga et al, 1977). While most rotational
discontinuities resemble Alfvénic fluctions in that they conserve ]B],
changes in the plasma anisotropy, (P, - P,), across the surface allows
possible change in [gJ (Hudson, 1970). Interplanetary shocks, another



discontinuity class, are distinguished by large velocity change and
plasma compression. They are either of the transient type where flare
accelerated gas pushes its way through the ambient solar wind or of
the corotating type associated with fast solar wind stream or interaction
regions. In the outer solar system, two basic corotating regions are
found, each comprising of a fast and reversed shock pair and following
a spiral pattern, with compressed gas inside the regions and rarefied
gas and quiet magnetic conditions outside (Smith and Wolfe, 1979).
Other possible special field configurations seem to exist occasionally,
such as the closed magnetic loops or tightly wound helixes seen by
Burlaga and Klein (1980) and others. Interaction regions often seem
to overtake and absorb the neutral sheet, separating the inward and
outward IMF (Thomas and Smith 1980c). Hakamada and Akasofu (1982)
model this and other aspects of the kinematics of the 3-dimensional
solar wind disturbance structure.

3. The Fokker-Planck or Modulation Transport Equation

Although the basic equation describing cosmic ray modulation
has been known since 1965 (Parker 1965b), there has been a continuing
theoretical effort to understand the various terms and refine the
derivation. Evolving knowledge of the interplanetary electromagnetic
conditions has greatly influenced this process. Basically we may
comprehend modulation as the result of a competition. Galactic
particles attempt to follow the Archimedean spiral field lines into
the sun, but suffer scattering due to magnetic waves. Provided a
density gradient is set up, there must be an inward diffusive current,
supplemented in principle by transverse scattering and large-scale drift
motion across the field lines to or from the polar Archimedean field
lines where the intensity may be rather different. This inward
current is balanced by an outward convective sweeping as the scattering
centres are carried by the solar wind. Since in the solar wind
reference frame these scattering centres are receding from each other,
a particle energy loss is also expected to deplete the intensity in
a differential momentum range.

A tensor diffusion coefficient may be constructed, based on
the belief that the Archimedean pattern is dominant and that field
fluctuations are relatively small. Note that the power levels for
the fluctuations mentioned in section 2 actually imply <8B.>/B ~v 0.3 -+
0.5, so this approximation requires careful investigation. Individual
particle motion is considered under the guiding centre approximation
and field irregularities are thought to cause appreciable change from
the initial helical trajectory only after many gyrations. By working
initially in the solar wind frame where the electric field E = -V x B
is generally small, since Vp/V ¥ 1/10, the elastic collision approximation
_is useful. The particle kinetic theory approach of Parker (1958a) and
the Boltzman equation approach of Axford (1965) and Quenby (1966) to
this diffusion tensor can be illustrated in the following manner which
simply re-iterates a standard, plasma physical treatment employing a
relaxation length (Allis 1956).

Introduce v. as the guiding centre velocity for particle motion
in uniform magnetic” induction B, electric field E with wy, = eB/mc as
the cyclotron angular frequency. Let complete randomisation of individual
particle motion occur with frequency vo in elastic, "hard sphere"
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collision. Hence Newton's second law is

v = a+w XV -V V
9 = D9 c¢-g

with a = eE/m the linear acceleration and we take the steady state

(8)

situation,_'_'v:g 0. Taking the vector product w_ x (8) we find’
_ 2 2
(\)c + Wy X)a = (\)C + Wy ) Zg - (gb . Zq)mb (9)

which can be written in tensor notation as Vgi = Hij E. where Hi4
represents the various conductivities. However if we Iepresent
the force per unit volume and per unit momentum interval at p, UeE
by -grad P where U(r,p,t) is the differential number density and
define a particle pressure P = 1/3 Um v2 at particle velocity v in
unit momentum interval, we find

vgi = - E Kij Ej— U (10)

For r = ix + Jjy + kz and B in the k direction,

\)c "'(.I)b
2 2 0
+
\)c U)b \)c +wb
2 w v
K,. = — b < 0 (11)
ij 3 v 24 2 v 24 2
c b c b
0 0 1
Vv
C

Hence vg becomes a streaming velocity, driven by a particle density
gradient and a parallel mean free path may be introduced, A, = v Vor
appropriate to momentum p. The parallel diffusion coefficient is X, =
A,v/3 and when v << W, the other d%agonal terms of the tensor yield
diffusion coefficients, K, = vA,/3u_“ = v lp2/3 where g is the cyclotron
radius and we are involved in scattgring Sy a length p every A,

distance travelled along B. The off diagonal terms are then analogous
to the Hall conductivity and correspond physically to streaming due to

a guiding centre gradient perpendicular to B.

To transform this diffusion anisotropy from the moving or wind
frame to the fixed reference frame in which observations are made, the
anisotropy must be corrected for the Compton-Getting effect. This
factor arises from the bunching of the particle distribution function in
the V direction and change in the energy of individual particles due to
the convective motion. Gleeson and Axford (1967) first obtained the
accepted expression for this correction by applying the Boltzmann
equation in the rest frame to "hard sphere" scattering in a spherically
symmetric wind with radial B. Forman (1970) has provided a more easily
followed proof which depends on the Lorentz invariance of the particle
distribution function on reference frame transformation :



£(p) = £'(p" (12)

where primed quantities refer to the moving frame. For relative
velocity V << v

-E- _p—' o - Y- (13)

and a Taylor expansion of (12) yields

- [] - R 1
£(p) £'(p) v V. Vp £' (p) (14)
for a gradient V_ in momentum space. If n is the unit vector in the
anisotropy direction in the stationary frame,

at

T ot v
v, £ n gt 0 (15)

as the anisotropy in the primed frame is of order V/v and so

n
£(p) = £'(p) - p%y_ L=+ 0’ (16)

and the first term in (l6) is the Compton-Getting correction to the
anisotropy. Going from gradient of the distribution function to
differential number density in kinetic energy, T, yields the streaming
correction

cvVvu = (1 - L ii-a TU) VU (17)

- 3U ot —

where ¢ = T + 2E5/T + Ey and Ep, is rest energy. For a spectral index
n = - 3 4nJ/9 &nT for differential intensity J(r,T) = v U/4m, C =
(2 + an)/3. It may be shown (Dorman et al 1977) that the kinetic
equation developed by Dolginov and Toptygin (1968) by starting with
the Liocuville equation and a spectrum of plane wave turbulence leads
ultimately to a similar result to (17). Dorman et al also show the
equivalence of the Dolginov and Toptygin work to the Fokker Planck of
Parker (1965b)in their work which was originally published in a Russian
journal in 1966.

Our next step in setting up the complete transport equation is
to consider diffusion in energy space. Parker (1965b) and Jokipii and
Parker (1967, 1970) used an adiabatic deceleration rate

. ) P 3

<p> = - T —

P>ag 39 ¥ (18)

true either in the fixed or the wind frame. 2an alternative and more
physically understandable approach is to consider energy change in the
fixed frame. There must be a current 3/3T (dT/dt) U in energy space
where (dT/dt) is the mean rate of increase of the particle kinetic
energy with respect to time. We may suppose that the solar wind does
work against a pressure gradient of the cosmic ray gas. That is, the
magnetic field lines are forcing their way past an existing gas
distribution. The gas pressure, assumed to be isotropic, is oTU/3 and
hence the cosmic rays actually gain heat (random) energy at a rate

dT .
(EEO U = V . grad P per unit volume, per second

(Fisk 1974, Quenby 1973, Gleeson and Webb, 1974). Thus
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ar, o o2 @I
G U = Ve 30 (19)

At this stage it is appropriate to gather up the previous terms into
the Pokker Planck of Parker by setting down the complete continuity
equation for U(r,T,t). Net streaming in r and T space with all
quantities measured in the stationary frame is

U . 3 4t _
s T AV St go (GPU = 0 (20)
where S = CVU-K.VU (21)

is Compton Getting plus diffusive streaming. Substituting (19) and
(21) into (20) for a spherically symmetric situation with no statistical
acceleration yields

ou 1 o

W1 2 uy | 13 2
ot 72 or

2 3
(r VU -~ Krr °T = 3—r§-a‘-r—(r V) 3T (aTU) (22)

(cf. Parker 1965b, Axford and Gleeson 1967, Skilling 1975).

Webb and Gleeson (1979) have provided further insight into the
derivation of this equation (22) employing the adiabatic loss (18) by
first showing three different ways in which (18) can be established.
Then a procedure given by Jokipii and Parker 1970 is followed to yield
(22). The first of Webb and Gleeson's approaches is to take a continuity
equation similar to (20) but written in terms of U* which is particle
density measured with respect to moving frame momehtum, p', and fixed
frame position, r. Likewise S* is defined and shown to be §* = V U' +
S! where U' and S\ are moving frame quantities. The momentum chan
term <p'>*" analogous to 4dT/dt in (20) was evaluated by noting that
momentum can change because of the lorentz force or as a consequence of
the spatial and time dependence of the solar wind velocity. Averaging
over a group of nearly isotropic particles and using the Lorentz
transformation yielded

1
@ex = B2y (23)

algebraically identical to Parker's form. It was noted that the
derivation did not rely on the detailed form of the Lorentz force
provided wave motion in the wind frame was neglected.

The second derivation followed Skilling (1971) in taking
moments of the ensemble averaged Liouville equation. Again it was
noticed that the momentum change terms in the resulting continuity
equation depended only upon 3/3r.(VF) and not on the details of the
lorentz force (F is the fixed frame distribution function).

Webb and Gleeson's third approach was to re-do the original
work on betatron and inverse-Fermi deceleration first mentioned by
Singer et al (1962) and used by Quenby (1965a, 1967). In the solar wind
frame, cosmic rays lose energy as they bounce backwards and forwards
along the spiral IMF lines because of the net recession of the scattering
centres. This inverse of the Fermi acceleration process is shown to give
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. -p' 2 v
' = = LAl
P> g 3 s V3 (24)

where | is the angle between the field and the radial direction. Also
in the wind frame there is a betatron deceleration. From the viewpoint
of a reference point moving with the wind, there is a finite curl E
because of the expansion of the surrounding plasma. Hence each gyro-
period the particle loses energy because 3B'/dt is negative. It is
found that

B : Vv
B2

] (25)

A
s
\'

1]
|

|"O
g
<

1
|t

which is algebraically the adiabatic rate together with a second term
dependent on field direction. (24) plus (25) together yield (23)

which is the adiabatic rate purely measured in the moving frame. Thus

it seems that (18) represents average deceleration with momentum

measured in the moving frame and position in either the fixed or moving
frame. The model used in the above, third derivation is more specific
than employed in the previous two cases, but nevertheless greater physical
insight is obtained into the real situation.

Adopting (23) and the continuity equation of the first method
yields the transport equation

L su 5 .
— ~_ * [ =, * =
e tar s LU s gl e e s L =0 e

Jokipii and Parker (1970) and Webb and Gleeson (1979) show U_ = U* +
O(V/v)2 s0 on relabelling the momentum p' by p, the familiarpmomegtum
form of (22) is obtained.
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From the standpoint of this derivation, there is energy loss on average
for all particles in the wind frame and the fixed frame equation arises
finally as a result of the transformation of number density. 1In our
previous derivation leading to (22) we kept the number density in the
fixed frame where heating occurred for the average particle. However
an energy loss term appeared and dominated the final equation via the
Compton Getting transformation. Physically this may correspond to the
attempt by the solar wind to remove particles from the observer via the
outward convection process.

It is now necessary for completeness and to correspond to current
knowledge to add terms to the Fokker Planck which allow for the
acceleration in the solar wind by mechanisms related to the Fermi
statistical acceleration of cosmic rays. The interaction under
discussion is the statistical energy increase when charged particles
scatter off waves moving in the wind frame. As in the original Fermi
situation, a mean acceleration, <AI>, is possible, averaged over all
head-on and tail-on collisions ana also a statistical, energy diffusion
term, <sz>, due to fluctuations in the energy gain per collision
(Davis, 1956). Hence it is possible to write the continuity equation
in energy space as
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However, provided Liouville's theorem holds for particle trajectories

in the IMF in a fine grained sense, Dungey's (1965) proof for spatial
diffusion that the mean and root mean square diffusion coefficients

can be related may be adopted to the energy case and both terms can

be combined in the form p‘2 3/93p pz Dpp 0f£/9t for the divergence of

the distribution function current (Moussas et al 1982a). Transformation
from £(p) to U(T) yields Dpp = 2TDp and

] U
* 37 Popr 37 (28)
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for the statistical acceleration term (Fisk 1976a, Wibberenz and
Beuermann, 1972). Hence the Fokker Planck with spherical symmetry is
now

W . 1 3 2 3U 1 09 .2 03
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T 2 ' 9T TT 3r (29)

4, Derivation of the Transport Coefficients

The next step in the description of modulation theory is to
consider the magnitude of the various transport parameters or diffusion
coefficients in (29). In principle, these may be derived from a precise
knowledge of the interplanetary magnetic and electric field values and
their fluctuation. In practice, there are problems both in the theory
relating the local field values to the transport parameters because
the fluctuations are so large and also because the spatial dependence
of these fluctuations is incompletely known for the whole solar cavity.

4.1 The Parallel Diffusion Coefficieng

The lowest order approximation to particle motion in interplanetary
space at rigidities for which @ << r (cyclotron radius small compared
with scale of medium) is that the guiding centres follow the field lines.
Diffusion parallel to B is then caused by sudden or progressive change in
the particle pitch angle 6 resulting in motion past 6 = 90°. All
analytical theories for the parallel mean free path, A,, start from the
idea of Doppler-shifted gyroresonance. Near relativistic particles see
an essentially stationary distribution of waves of different frequencies
but they interact preferentially with those whose wavelengths Ay match
the spatial distance over which the particles makeone gyroperiod. Thus
the resonance condition is k = 2w/}, = wy/v,. The derivation of the
diffusion coefficient given by Jokipii (1966, 1967), Roeloff (1966) and
Hasselmann and Wibberenz (1968) is best illustrated in a simple way by
following the Kennel and Petschek (1966) formulation given in the’
context of magnetospheric particle scattering.

Now tan 8 = v,/v, for v, and v, as the perpendicular and
parallel components of particle velocity. Assume a small perturbation
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46 from the nearly helical trajectory around a field consisting of
B, pPlus perturbation b(r) due to a transverse wave. Hence
Avy v

sec2 6d6 = — - —£ Av, (30)
v v"2

Work in the reference frame of the wave so that there is no change in
total energy of the particle. In fact we assume the wave to be
stationary during the wave~-particle interaction. Differentiating

v2 = vi2 + v,2 = const. allows us to find from (30), A8 = AV, /v, .
Now if Av, is due to the wave and particle being in resonance for a
time At

A o~ < O¥u , &va b At
mcv

Vi L

(31)

or A8 = wy b/B At. 1In practice, no particle is exactly in phase with
the wave and the rate of change of relative phase is

a$ _

it - kv, mb
for wave number k. Adopt the simple criterion that in the resonance
timg At the wave is within * Ak/2 of resonance and the phase difference
Ap < 1 radian. Then

At = 2 32
Kv,, (32)
If we interpret A, as being the distance in which N separate wave-
particle interactions bring about a total pitch angle change of one
radian, VN <A8> = 1 and <v,> N At = A, in time At. The spatial wave
number k is related to a stationary spacecraft observation of waves
convected past by V at frequency v by k = 2mv/V. 1If b2/hv = P(v) is
the power spectrum of the transverse waves in interval Ak, (31)
finally becomes
VB2 1

T IR 2 33,

where A, corresponds to a particle magnetic rigidity R = VB/2mv v/<v,>.

Above we have assumed that a Fokker-Planck equation correctly
. dscribed parallel diffusion. A more rigorous approach is to derive
the Fokker-Planck from the Liouville equation. This desirable aim
faces problems in the approximation involved, but nevertheless we
outline the treatment, following Jokipii's 1971 review version. Start
with the wind frame Liouville equation, neglecting additional,
fluctuating electric fields, so that the Lorentz force is

dp

a& - eXx®

For a distribution function f(r,p,t),

of of of
—a—+y_.5—r-+e(gx§).$—o (34)

Let the fluctuations in f and B be represented by f = <f£> + §t and
B = <B> + §B and taken an ensemble average,
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< E> <> 9<f> _ 38 £
™ +v. ~3§T-+ e(v x <B>) . 3 =eev x <6B . Bg> (35)
Subtract (35) from (34)
9 (Sf) 3(3E) 9(SE) _ 9<f>
5t + v . %-4-sz<§ﬁ. > = e(v x OB) .BB
- e(v x 6B) . 8 (SF) + ev x <6B . 3(6f)> (36)
-0 3. )
This may be integrated along a particle trajectory U(t') from the
initial conditions f(p , r , t ) to p, r, t.
=" =0’ o = =
_ 8B.3<f> d (S F)
§£(p,x,t) = S£(p_,r_,t) etf v x| " B . 3 5
o
(37)
3 (8F)
<6B . —TE;—> (" dt

At this stage, the terms 6B §f are usually ignored in relation to 8B <f>.
The quasi-linear approximation is then invoked. This assumes that the
particles follow helical trajectors along the mean field and that any
series expansion involved in evaluating the integral can be rapidly
terminated. Klimas and Saudri (1971), state that the basic point
concerning the second assumption lies in that the particle gyroradius -
must be much greater than the typical length over which the field
fluctuations are correlated. Hall and Sturrock (1967) show that (37)

can be reduced to the Fokker Planck incorporating pitch angle and
perpendicular diffusion with coefficients reducible to Jokipii's
quasi~linear result (Jokipii 1966). These authors also compute

diffusion in energy space. The neglect of some terms in §B may be
unjustified if 8B v <B>/2 and as we shall mention later, the approximation
of helical trajectories is artificial at large 6 and again may fail

for 6B sufficiently large.

i The Fokker Planck derivable from quasi-linear theory in cosine
pitch angle space (cos 6 = u) and in the x and y spatial coordinates
for <B> parallel to the z axis is

3 g2, L3 stw® s 10 <wn? g
Bt sz T2 At o 2 9% - At ox
L1 sn® o (38)
2 3y At oy

2 .
<(Ax)>/At and <(Ay)2>/At express perpendicular diffusion, but at the
moment we are concerned with parallel diffusion. Jokipii (1966)
obtained
2 2
2 -
<(Ap)“> = (1-u) v p (v = b

e
2At 2(utv m202 XX 2Tuv

) (39)
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form = ym_, wy = e<B>/mc and Pyy = §/vB as the power in one
perpendicuiar component of the field fluctuation when v runs from
- to +o,

From (34) K, is derived by considering the relaxation of a
near isotropic pitch angle distribution according to (38) (Jokipii
1966, Hasselmann and Wibberenz 1970, Earl 1974). It is found that

2 1 pt (1-u2)
Ke = 5 [ [ <@wZ an] w'ap' (40)
-1 o) At

X, may be estimated experimentally (see Palmer 1982 for a
recent review) from the time of arrival and shape of the arrival
profile of solar protons, released in a 'prompt' event and propagating
past the Earth and other spacecraft positions. These observations
are compared with Fokker Planck sclutions employing a range of transport
parameters. Many studies (Wibberenz et al 1970, Quenby and Sear 1971,
Zwickl and Webber 1978, etc.) find A, ¥ 0.05 AU at ¥ 1 GV while use
of (39), (40) and experimental values of Py, yield A, = 0.0l AU at
these rigidities. Furthermore, solution of the steady state modulation
equation in conjunction with measured interplanetary gradients in the
cosmic ray intensity also suggest A, ¥ 0.1 AU (e.g. Lezniak and
Webber 1973). A possible solution for this discrepancy between quasi-
linear theory and experiment lies in the addition of the focussing
term 1/2 1/B 9B/3z (l-u2) 3f/3u in (38) due to the divergence of the
interplanetary field lines (Roelof 1969). However, Earl 1981 finds
that if A,/L ¥ 0.1 where L is the scale of the field variation ( 1 AU
for near earth observations) diffusion rather than adiabatic focussed
propagation dominates. This conclusion is confirmed by the computations
of Kota et al (1982) who show that Fokker Planck equation solutions
without a focussing term remain valid for the expected range of A,
values. Palmer (1982) and Quenby (1982) conclude that scatter-free
solar particle events at low energles represent only a small sub-set of
the totality of events and hence the above experimental-theoretical
discrepancy must be taken seriously.

Jokipii (1968), Earl (1974) and Earl and Bieber (1977) draw
attention to the lack of scattering at 8 - 90° according to quasi-
linear theory because there are very few high frequency waves for the
particles to resonate with at these pitch angles. This apparent cause
for persistent anisotropies in the solar proton flux at low & does not
take into account the breakdown of quasi-linear theory at 6 = 90°, 1In
fact the propagator U(t') in (37) cannot represent a helical trajectory.
If it could, particles would spiral a long time at the same u value,
meeting no waves in gyroresonance. In practice, particles must meet
changes in |§J which will cause mirroring according to the preservation
of the first adiabatic invariant, as pointed out by Quenby et al (1970).

Jokipii (1974) argues that quasi-linear theory can be used if
the value of u taken is that with respect to the total magnetic field,
average plus deviation. His formulation depends on the particle making
many gyrations before becoming significantly disturbed, which may not
be true in reality. Jokipii and Jones (1975) identify the problem that
the difference u-uA/uA where § is actual cosine pitch angle and up
refers to the angle with respect to the average field may become
arbitrarily large as p > 0, due to the large finite rotations of the
Alfvénic fluctuations and discontinuities encountered in the IMF.
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A number of attempts to represent actual trajectories near
90° have appeared in the literature. Physically they all seem to
reduce to taking into account mirroring in change 6/B/(z).
Mathematically they are attempts to improve our knoﬁzédge of the
operator U(t,t) in

2

Dy = ﬂ—é—i—i—ia [ @t <8B(z) U(t,1) 6B(2)>
which can be obtained by substitution of (37) into (35). V3lk (1973)
uses a U(t,T) which propagates §B(z) in the autocorrelation of the
field along a statistically scattered set of orbits. He uses a slab
model, that is to say B is only a function of z (along <B>). V8lk
is more confident in a simple heuristic procedure which fills in the
region -u* < u < uk = <6§?>Eéﬁ'<§? with the constant value D%L(p=u*§
where D%L is the quasi-linear diffusion coefficient., The idea here is
that the region around W = 0 is rather uniformly filled by trajectories
suffering large scale scatterings. Figure 6 shows the form of D
adopted by V8lk. s

Jones et al (1973) take a partially averaged field trajectory.
That is, the field is that which results from averaging over all
members of the statistical ensemble with the same value 8B(z) at the
field point z. It is assumed that Gaussian statistics hold and

B, (z',2) = <B>+ §B(z) . C(z'-2)

where C is the normalised correlation tensor for the fluctuating magnetic
field. The orbit is solved from the Lorentz equation and a statistical
average is made over all the distribution of 6B(z) values. If the
turbulence is 3-dimensional, numerical integraEion of the motion is’
necessary. One result of this calculation i§ a pronounced peak in D

at 4 = 0 with a width roughly equal to <6B2>5/<§?. Fisk et al (1974)
also obtain a §-function at 90° in the scattering which they ascribe

to a resonance with a magnetosonic mode connected with mirroring.

Goldstein (1976) in an approach similar to that of V¥lk included
an extra term inAp, in the expression for Dyup which is again connected
with mirroring. It leads to important differences in predictions from
those of the slab model and in the scaling for different values of
<§B>/<B>and the correlation length:gyroradius ratio for gaussian
correlation realisation of field fluctuations. In a more recent work,
Goldstein (198(0) realises that all of the above corrections to guasi- -
linear theory increase the pitch-angle scattering near 20° and hence
decrease the value of K,, contrary to what seems to be necessary from
observation. His solution to the dilemma is based on the experimental
evidence that most IMF turbulence, isAlfvenic, preserving field magnitude.
For this mode of turbulenmce, particle propagation tends essentially to
zero at p= 0 according to Kilmas et al €1977), Goldstein themuses the
few percent (~ 6%) part of the fluctuating field due to |Bjchanges in
conjunction with the work of Kilmas and Sandri (1973) on the Landau
resonance (compressive mode or mirror effect) at p = O to find Avv0.3 AU,
independent of rigidity.

In the context of Goldstein's (980 ) work it is interesting to
note that Webb and Quenby (1974) have tackled the problem of the
scattering due to Alfvenic discontinuities preserving [gJ by a numerical
technique. Both they and Hudson (1974 ) demonstrate that particles are
reflected by such a rotational discontinuity, the reflection coefficient
for particle flux being ~ 0.065 for an angular change in B of 45° across
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the interface. This reflection coefficient applies to a range of
particle cyclotron radii large compared with the scale size of the
discontinuity change but small compared with the inter-discontinuity
distance. Resonance scattering by a train of discontinuities is also
investigated by Webb and Quenby whose final conclusions are
qualtitatively in agreement with those of Goldstein (1979). The
former authors find that the mean free path when the cyclotron radius
is equal to the inter—discontinuity distrance is at least one order
of magnitude larger than that given by an application of quasi-linear
theory to this 'wavelenth' scale.

Attention has rightly been given to the relationship between
scattering theory and the expected and actual form and radial dependence
of the IMF fluctuations. Morfill (1975) has provided general expressions
based upon guasi-linear theory, which can take into account an arbitrary
distribution of k vectors of Alfven waves with respect tc the mean
IMF direction. PFollowing this, Morfill et al (1976) consider two
extreme cases; one with E_!l% which results from wKB wave propagation
theory and the other with E_T[<§?, which tends to be supported by
observation (Section 2). These authors adopt the V8lk (1973) correction
to quasi-linear theory and alsc take into account medium scale
fluctuations in the IMF direction. This last arises because the actual
path along the wavy field lines is longer than that following the
idealised spiral. For the radial dependence of the waves, the work
of vdlk and Alpers (1973) was employed. X, turns out to be roughly
independent of r at large r although there is a minimum at r ~ 0.2 AU.
However to fit with spherically symmetric modulation theory and particle
gradient data it is found that k || I rather than k || B is required.
Skadron and Hollweg (1976 ) usedyd{& plus qua51-llnear theory to demonstrate
a small decrease in Kyr from 0.1 to 1 AU. However to obtain the near r
independence of Kixy at r >> 1 AU as suggested by the solar particle
analysis of Hamilton (1977) and Zwickl and Webber (1977) they require
the Alfven wave vectors to be scattered by plasma density fluctuations.
Otherwise the tendency for the waves to propagate radially renders them
ineffective at particle scattering because waves at a given frequency
resonate with higher energy particles due to the effect of projection
of the disturbance profile on to the inclined <B> direction (Morfill
1975). Differences in the basic diffusion-ecgefficients employed
may account for the differing conclusions of Morfill et al and Skadron
et al.

Analysis of cosmic ray density gradient data by . Hsieh and
Rickter (198l) and the numerical Fokker-Planck integration of
Cecchini et al (1980) in conjunction with solar particle data both
support a diffusion coefficient dependence Kyy & r~2 near the sun but
nearly independent of r for r >> 1 AU. WwKB theory which predicts
<6BL2> o r~3 seems consistent with the Thomas and Smith (1980b)
analysis but does not give the observed lining up of k and B. 1In this
last respect, the work of Skadron and Hollweg on wave scattering may help.

We see there are problems both with a suitable analytical
theory for K, and in predicting the wave evolution with distance. 2an
alternative approach lies in building upon the numerical work
pioneered by Jones et al (1973). These workers found Dyy by numerically
integrating particle trajectories in a field model in which space is
divided into layers perpendicular tc the mean field direction with the
field in each layer given by the mean plus a transverse perturbation
value. The series of perturbations were defined employing an exponential
correlation function. Results on an isotropic particle injection
distribution are plotted in p-space. A steady state is set up with
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particles injected at one pitch angle and removed from the model at
two other pitch angles, located one either side of the injection
point. D, is inversely proportional to the slope of the steady
state distribution. Kaiser (1975) and Gombosi and Owens (}979)
extended this work including a range of values for <(6B)2>2/<B>

Moussas et al (1975 and 1978) modified the Jones et al method
by defining pitch angle with respect to the local rather than the
mean field to be more in accord with experimental data on pitch angle
distributions of solar particles. Furthermore these authors used
spacecraft magnetometer data to define the field perturbations in
each layer and generalised the method to include longitudinal as well
as transverse perturbations. Although the model cannot necessarily
reproduce the field variation a particle seen going down a magnetic
flux tube - a universal defect of all theories mentioned - nor the
variation of ¢B with position in a direction perpendicular to <B>,
it does deal with finite and discontinuous field changes. Analytlcal
theory clearly has difficulty with such field variations because of
its perturbation expansion approaeh: Zny special geometry in the dis-
bribution of k vectors or mode of polarisation in the IMF waves is
automatlcally taken care of in the model, .provided representative data
at different radial ‘distances is used. Thus the Goldstein et al (1981)
suggestion that the field and particle helieity are in anti-phase to
that required by gyro-resonance 1is 1ncorporated by virtue of the way
the field data is employed.

A common conclusion of all the numerical investigations is
that when a field defined by the exponential correlation function
with small transverse fluctuations alone is used, quasi-linear theory
holds asy - 1 but breaks down as u + 0. The generalised resonance
broadening theory of Goldstein (1976) is particularly successful in
scaling results at 4 = 0. As the ratio <8B>/<B> - 1, there is some
conflict in the conclusions. Moussas et al 1975 (see results cited by
Forman 1975) find Dy exceeds the quasi-linear value at large u by a
factor = 2. Kaiser et al (1978) appear to indicate similar large
discrepancies although since Dy, was only computed close to u = O,
it is difficult to be sure. Gombosi and Owen (1979) found agreement
at these large field deviations within 20% when K, was deduced from
the numerical and quasi-linear theoretical formulations.

Moussas et al 1982b used data at 1 and 5 AU and did computations
at different energies to find X, according to real field magnetometer
data. They found that between 1 and 100 MeV, A, ® 0.03, roughly
independent of energy. Also Apy = 0,01 AU, roughly independent of
distance, provided perpendicular diffusion obtained by similar numerical
methods is incorporated. The quasi-linear 1 AU prediction for A, is
nearly a factor 3 lower than the numerical value. These authors conclude
that although employment of trajectory computations in a model derived
from real field data has gone some way to removing the theory-experiment
discrepancies in },, a reasonable fit between the two still requires
Arr « r™2 at r < 1 AU as suggested by Cecchini et al (1980).

Finally we remark that our discussions so far have been confined
to the regime R ¥ 1 GV. Jokipii (1967) has provided one of the few
theoretical treatments at higher rigidities where numerical work and
detailed experimental checks are both harder to perform.
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4.2 Perpendicular Diffusion

Particles may move perpendicular to the mean Archimedes IMF
lines due to resonant scattering, field line wandering and small
scale fluctuations in the gradient and curvature, apart from the
large scale and non-~diffusive drift processes, Jokipii (1966)
employed the same quasi-linear theory as that used for pitch angle
scattering to find

<Ax?> <Ay2> v (1-p?)v Wp
= = = + P = ——
At At (57 Pax (50 * 7p 7 Bpp (K= 3901
o e}
(41)
for <B> ll z. The second term expresses a resonance scattering

between longitudinal waves and the circulating particle motion. As
elaborated by Jokipii and Parker (1969) the first term is similar to
that obtained for the rate of separation of flux tubes in the
expanding turbulent solar wind and is therefore identified as diffusion
due to the random walk of these flux tubes. This first term depends
on the power in transverse waves at zero frequency and dominates
over the second. A re-evaluation of its magnitude by Forman et al
(1974) yields K, & 4 x 1020 g em? s™1, The second or gyro-resonance
term corresponds to the K, values on the diagonal elements of the
diffusion tensor (ll) in relation to X,, but if field line wandering
is included, these diagonal elements have to be amended.

Moussas et al 1982¢ have performed numerical experiments on
K, in a manner similar to that described in 4.1, but specifically
exclude the effects of field line wandering. They find K, = 8.1020
em? s=1 at 100 Mev and K, = 2.1019 em2 s-1 at 0.1 MeV rather similar
in magnitude to the Forman et al value. Because the cyclotron effect
1s small, these authors deduce that random fluctuations in small scale
IMF gradients and curvature cause random drifts which add to give a
K; contribution roughly equal to that of wandering field limes.

A review of the accumulated experimental evidence on perpendicular
diffusion may be found in Palmer (1982). Important lines of evidence
are the longitudinal spreading of the electron stream originating from
Jupiter, the measured misalignment between the streaming anisotropy
in a proton event and E_and the long-term preservation of the longitudinal
profiles of corotating particle events. Palmer finds K,T = 1021 g8 cm? s-1,
in reasonable agreement with the above theoretical estimates. As pointed
out by Moussas et al (1982c), such values of K‘_r mean that perpendicular
diffusion dominates the total diffusion coefficient in the radial
direction, Kpp = K, cos? ¢ + K, sin? ¢ , at large radial distances (¥ 5AU).

4.3 Qrift @otion in Smooth and Tugbulent Fields

Until recently, the antisymmetric part of the diffusion tensor
(11) has been neglected in the solution of the Fokker-Planck equation
(20) or (22). This was because it was argued that the associated
streaming depended upon the sign of B and in the solar equatorial
regions it was clear that sector structure reversals would tend to
cancel large scale effects due to this term. However the recognition
that the secotr structure seems to disappear above 15°-30° solar
latitude means that streaming perpendicular to the equatorial plane can
be important. Jokipii et al (1977) following Levy (1975) and Fisk (1976)
consider an additional divergence added to the left hand side of the
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Fokker-Planck (20)

5 A U .
o, (= Ky xy T “Vipo Y (42)

where <vi > is the ith component of drift velocity due to the
anisotropic part of (11) with KB, =-kB . Taking the divergence
. . : ij Ji

immediately shows

= <y > (43)

because 3/9x, <v, > = 0., This last statement arises from Liouville's
theorem which imé?ies that a magnetic field with a uniform particle
distribution cannot create an anisotropy. (43) is equivalent to the
standard drif‘t formula obtained by avermying single particle motion
over pitch angle in the guiding centre approximation as given for
example by Rossi and Olbert (1970)

G v , LBxVB 1 Bx [(BN) B]

Vot e l3TE 3T (4e)
G 1 vp

v, > = 5 e—B = (curl E-) " (45)

where the right hand side terms of (44) represent respectively the
familiar field gradient and curvature drifts. (45) depends on a
component of curl B parallel to the field. Since there is such a
component of curl in the IMF, drift motion parallel to B is also
important. Illustrative computations by Jokipii et al (1977) show
that l<VD>| » 108pem 57! at a rigidity P GV in the 0 - 60° solar
latitude range ard between 1 AU and 3 AU. These same authors provide
an expression for the drift along a neutral sheet.

Because the drift velocity may exceed the solar wind velocity
and thus become a dominating term in the Fokker-Planck, it is important
to know whether this guiding centre approach is wvalid in the real, rather
turbulent IMF. Isenberg and Jokipii (1979) present a quasi-linear theory
based demonstration in the weak scattering limit that the guiding
centre equations (44) and (45) apply, irrespective of the ratio of
gyro-radius r, to magnetic fluctuation scale size, L. They argue that
this is possible even though guiding centre theory demands rs << L
because on the one hand, in guiding centre theory, each particle follows
a nearly helical orbit. On the other hand, in the fluctuating field,
each particle follows a short section of a helix, but after a perturbation
another particle takes over and follows the next section'of the orbit.
In this way, there is always some particle following a particular,
nearly helical orbit. Lee and Fisk (1981) criticise this quasi-linear
approach and put forward the example of a twisted IMF field configuration,
perhaps related to solar convective cells, in which (43) does not hold.
Recent numerical investigations of drift by Moussas et al (1982c) using
a field model derived from IMF data showed that guiding centre theory
correctly predicts drift at 100 MeV if the actual, measured values of
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the local gradient and curvature are used. The numerical experiment
was done with data taken at 5 AU and only field fluctuations in the
plane containing the sun-spacecraft line and corotation vector were
retained. It was the local curvature, rather than the Archimedean
pattern which dominated the drift term, but nevertheless, these
results give great encouragement to the use of the guiding centre
expression in the IMF situation.

4.4 §E§tistica£_Acceleration Coefficient

In this section we concentrate on the diffusion coefficient
in energy space which applies generally, throughout interplanetary
space. Special acceleration processes which may be associated with
interplanetary shocks (e.g. Van Allen and Ness, 1967, Armstrong et
al 1977) are really relevant only in the context of solar proton .
propagation and the production of spikes in corotating stream events
and we shall neglect these processes from the viewpoint of modulation
theory.

Since the original work by Fermi (1949) on cosmic ray acceleration
in the interstellar medium which was formulated in terms of the
collision of a charged particle with an approaching magnetised cloud,
statistical acceleration has been widely considered (Davis, 1956;
Sturrock, 1966; Jokipii, 1971b; Wibberenz and Beuermann, 1971;
Tverskoi, 1967; Kulsrud and Ferrai, 1971; Fisk, 1976b; Hall and
Sturrock, 1967; Lee and Fisk, 1980; and Achterberg, 1981). Tverskoi's
work in 1967 concerned the acceleration possible in the solar wind
when Alfvén turbulence is excited. He distinguished between the adiabatic
scattering of particles by long wavelength fluctuations in the magnetic
field which he termed 'Fermi Acceleration' and the cyclotron resonance
scattering which occurs when the size of the cyclotron radiusis of the order of
scale size of the fluctuation. His results for a situation where the
spectrum of k vectors for the waves varied as k=2 yielded a distribution
of energetic particles which was an exponential functién of enexgy in
the asymptotic form. Jokipii (1971) also examined cyclotron resonance
scattering and calculated what he termed as the 'Fermi' acceleration.
Hasselmann and Wibberenz (1968) provided a more rigorous, quasi-linear
theoretical treatment of the cyclotron resonance effect. Fisk (l976a)
investigated the requirements of this process, based upon Dpp * VAZ TZ/K"
where VA = Alfvén speed.

To explain the observed factor of 10 increase in the corotating
event proton intensity between 1 AU and 3 AU (Van Hollebeke et al, 1978)
it was found that a value of Dpm = 1.4 x 1076 73/2 Mev? s71 yas required,
implying X, = 1.8 x 1019 cm? s-f or A, Vv 3 x 1073 AU. This small value
" of A, is clearly an order of magnitude less than any other estimate,
based upon solar proton profile or magnetic field turbulence data.
Fisk (1976b) performed a detailed, guasi-linear computation of the long
wavelength, GIEJ effect on particle energies which he termed 'transit
time damping' and obtained a more satisfactory acceleration rate.

We shall distinguish now more formally the two types of
acceleration discussed above and provide an approximate treatment of
both acceleration coefficients. The general resonance condition for a
wave-particle interaction when the wave is a weak perturbation to a
uniform, static field is

ky v, ~w +n W o= 0 (46)
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where the first term represents the spatial variation of the wave phase
as the particle runs along the field, the second term represents the
phase change with wave angular frequency w and the third term represents
the cyclotron rotation of the particle with n as an integer. The main
cyclotron resonance occurs with n = 1 and w small compared with the
other terms. The change in energy may be computed by considering a
particle moving at an angle ¢ to the wave motion with total energy E =
Y Mg c2, velocity B = v/c and wave velocity B=Vp/c. Interactions with
a series of waves takes place so that resonant pitch angle scattering
changes the direction of the particle from cos o to cos a', measured

in the moving wave reference frame. This takes place over a length A,.
From the relativistic transformations of energy gnd momentum :

p* cosa = Yy [-pcos ¢ + B c g% ]
E¥* = vy [E+ B ¢ p cos ¢]

where * means wave frame and remembering E* = constant and p* cos a
becomes p* cos a' in the moving frame, we find

AE = y2 E [1 - é%—+ BB cos ¢ (1 - %ﬁi;%iﬁ - B2 %gi;%fﬂ (47)
In the non-relativistic limit with E.lng ¢ = 45°,a = 45°, o' = 135°,

AE = Y2 Ev g%- and with At = %ﬁ '

Ppp = éirz B %Tz%i (48

similar to the eguation used by Fisk (1976a) and others for the cyclotron
effect.

We now turn to the acceleration due to the long wavelength
magnetosonic mode, termed transit line damping (Fisk 1976b) or small
amplitude Ferml acceleration (Achterberg 1981) and we use elements
from the presentation of these two authors in the following physical
approach. Start from the resonance condition with n = O (Cerenkov
resonance) in (46),

Ky Vo = W (49)

Since for energetic particles v, > u (which is the phase speed
of the wave) and also w = * uk is a reasonable approximation to the
dispersion relation in the IMF for the magnetosonic mode, we must have
k, << k or k, << k, and

k, ® * —x% (50)
V"

L

Thus the acceleration can only be due to waves propagating at
large angles to B and the wavelength is also long compared with the
particle gyroradius.

It is instructive to employ a pair of equations (5la and 51b)
documented for example by Sivakhin (1965) which we derive as follows :
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Integrate the equation V.B = 0 in cylindrical coordinates

1 9B
4+ —_——= = - — —
(r B.) o] or B > r oy
for z parallel to B. Set r equal to the gyroradius of a particle
moving in this field which we take to be slowly converging field
lines, i.e. a compression wave. The parallel component of the Lorentz
force is

dv e dv Vi Vi oB
—_—t = -— —_—t = - —_——— —
™ 3 c Ve Br °r m dt T 9z
dp, -
or » o B, BB (51a)

dt 2B "+ 23z

Varying parallel electric fields are neglected on the grounds
that we are interested in hydromagnetic waves where B.E = 0. However
for dp,/dt, the contribution of (curl E), is important and E, directed
around the particles' orbit at r = r,, the gyroradius, is given by
21 re E/T rc2 = =1/c 3B/3t, from which one finds an electric field
contribution to dp,/dt of

dpy
(ja;ﬁ = 2B ( )
E

The main contribution of magnetic fluctuations to ¥ v, arises from
(=, B)) in the cross product v x B, hence

dv, me e 3B .
m(Et— = —c— Vo 5 —a—z- and finally
: dp,, Py 9B 9B
at -~ 28 Be T v 3 (51b)

For the n = 0 resonance, equation 49, an immediate consequence of (51b)

is that p, = constant during the wave particle interaction. Hence only

P. can change in the rest frame and the first adiabatic invariant is not
conserved 1n the rest frame.

We relate wavenumber and gradient by k, = 1/A,, 1/B (3B/3z) =
n k,/2m where n? = p(k,) dk,,, P(k,) being the fractlonal power at theSonance
Cerenkov resonance and dk, the resonance width. According to the
approximate dispersion relation (49), all long wavelength waves with
wave vectors at the correct angle given by cos~l (k,/k) = 6 contribute
to the scattering, so dk, measures the angular spread of the waves which

can resonate. From (5la), the acceleration then becomes

4 2
@2 1 _ Y 2k2
dat2 av2 a2

A

The problem now arises as to what fraction of the observed power in 6|§J
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fluctuations or fast mode HM waves is actually moving in the correct
direction. One is tempted to assume an isotropic k vector distribution
and write P(k,) dk, = (P(k)/4m) 27 sin 6 40 dk. Then relating the
fluctuation frequency v as measured by satellite magnetometer to k via

v = V k/2m, allowing all wave numbers up to the resonance condition to take
part in the acceleration (kpgz = 2m/rg) and using At = A,/v, for the
interaction time, we eventually get

4
4Dpp ) DTT _ vy VA3 A, . 3-n Po (52)
p2 T2 V"4 8Vz V2 max (3-n)
where P(v) = P, v"™® ana D = w2 Dpp (Fisk 1976a). At v, = v,, we find

Dpp/T = 4 X 10°8 MeV s l, rather smaller than the Fisk (1976b) estimate.

Moussas et al (1982a) have adapted their numerical methods to
include the effect of the varying interplanetary electric field. They
follow particle trajectories in a field model derived both from
magnetometer data and from E = -V x B where V is obtained from spacecraft
plasma flow measurements. The change of energy can be found at the end
of each 'layer' of magnetic field. Following the method employed for
spatial diffusion, particles are injected into the model at one energy
and removed at boundaries located at a higher and a lower energy. The
mean drift in energy space and the slope of the steady state distribution
function determined in the numerical experiment yield Dy and Dpp (see
(28)). Because of equations (28), (29), these coefficients are related
by Dp = 9/3T Dpp + Dpp/2T and it is a useful check on the numerical
integrations that in fact the Dp and Dpp values calculated do obey this
equation, which is a consequence of Liouville's theorem. The final
result is that Dpp = 4 x 1079 ml-5 Mev2 s~ at 5 AU and perhaps a
factor 3 to 4 higher at 1 AU.

. Taking into account X, « Tl/2 at low energiles, equation (48)

for the theoretical cyclotron resonance Fermi acceleration satisfies

D = L3 which is a power law that fits the computational result.
However in absolute magnitude, the numerically computed Dpp is one or two
orders of magnitude larger than any of the theoretical estimates. A

way around this difficulty may be in the fact that the Fermi mechanism is
most effective when the scattering is at large pitch angles. From (47)
one can show that if ¢ v o m a' m/2, AE = EBg do for a small scatter,
§a. However, at ¢ v a ol 0°, a similar small scattering yields

AE = EBg Su2/2. It may be that repeated scattering at o - m/2 1in one
relaxation time At ~v A,/v, greatly enhances the acceleration efficiencies
over that obtained by a simple averaging procedure such as led to (48).

Moussas et al (1982a) discuss a wide variety of experimental
data which can be used in favour of statistical acceleration rather
than shock acceleration as the origin of co-rotating stream events, thus
supporting the idea that the acceleration coefficient is large.

5. Approximate Solution to the Modulation Equation

Various approximate ways have been presented for the solution of
the modulation transport or Fokker Planck equation (22), under steady
state conditions. The emphasis is often to give physical imsight into
the modulation process. We have already given one in the introductory
section 1, involving a constant Compton-Getting factor. Another is the
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'Force~-Field' solution of Axford and Gleeson (1968).

5.1 The Force-Fleld Solution

Based on the experimental result that radial streaming is
small, a version of (21) written in terms of the isotropic part of
the distribution function, fo' can be used :

2 Vb Sfo Bfo
= - -_— —_— + s =
Sr arpo 4 3 9dp Krr or 0 (53)

Note that the total distribution function £(r,p) has an anisotropic part
£y v V/v £, (cf. Gleeson 1969) and that (53) comes from (21) written
in terms of momentum with U transfored to f, and employing (16).

Mathematically, (53) states that fo is constant along lines
in r, p space defined by the characteristic equation

de _ _BV
ar T ax__ 7P (54)

(53) is also equivalent to the Liouville equation in a conservative

field with a "force" pV,/3K,,. A group of particles entering the solar
modulation cavity follow contours of constant £, in the r-p plane and as
shown by Fisk, Forman and Axford (1973) they suffer adiabatic deceleration
all the time and after reaching a minimum value of r, they turn around

and are finally convected back to the boundary at a much reduced energy.
This process will be discussed in greater detail in section 6. We note
however with Fisk et al that at the minimum r value, dfo/dp = 0 and

hence C = 0, corresponding to obverations in the 30-200 MeV region that

c = 0.

An interesting and related solution occurs if the diffusion
coefficient is a separable function of r and p, i.e. Kpyp (¥,p) = K (x)
Ko (p) B. It is not obvious from (33) that this is necessarily so, but
in practice at solar proton energies, X * constant and K, > constant.
Little is known about K; at neutron monitor energies. Integration of
(54) yields

P, Ky (p")B (") ?w v
—_— dp' = = wadr' = ¢ (r) (55)
p P r 3Kl(r)
where p_ is the entry momentum at r_. ¢(r) is the modulation parameter

1ntroduced by GLeeson and Axford (l968b) If we consider the higher
rigidity- vrange R ¥ 0.1 GV where R = pc/ze and where Ky = R and is
conventionally measured in units of magnetic rigidity, the left hand
side of (55) becomes

Y
BLCP () g - L1 {(E) -&
¢ (x) L{ ze ® =TT RN

2 . . . .
if E°° =~ E where E = P2 + Mozkunlts of ev2), i.e. the modulation is

small,
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AE (56)

ze

e

¢ (x)

Now in terms of energy, conservation of fo and Liouville's theorem imply

jE(r,E) jE(fw,E )
2 _ 2 2 _ 2 (57)
E°-E E “-E
[o] o)

where j_ is mean differential intensity with respect to energy. Under
the approximation leading to (56) and (57), the intensity is therefore
given by

Jg(x/E) Jg (£,/E)

- = ——————> (58)

- 2. 2
E°~E_ (E+Zegd) “-E_

This result is equivalent to that given by Ehmert (1960) for positively
charged particles moving under the influence of a heliocentric electric
field E(z,t) = V/3Kl(rl) without an electric potential ¢(x).

Gleeson and Urch (1973) discuss the validity of this force-
field approach in relation to the full numerical solution of the
modulation equation and its breakdown, dependent on the nuclear species
involved, in the region below about 200 MeV. Notice that with ¢ in
units of GV, an estimate of the adiabatic energy loss is provided by
® = Zeg in GeV, subject to restricting this result to relatively high
energies. Also note the relationship of ¢ to M in (3). For C ~ 0.8
as observed at 1 GV, M v 2.4 ¢. ’

5.2 Energy Loss by Drift - Kota Process

It was in 1965, following a suggestion by Dungey, that Houghton
(1965) calculated the drift of a solar proton under gradient and
curvature drift in the IMF and pointed out that this drift was always
in a direction such that particles lost energy against the E = -V x B
field, irrespective of the sign of B. Kota (1979) basically uses
this drift-energy loss effect as an approximation to compute the amount
of modulation. Kota is concerned to explain the solar modulation cycle
by long term changes in the latitude extension of the sector structure -
an idea we will mention later in connection with the work of Jokipii and
Thomas (1981) - and it takes its inspiration from an earlier paper,
Erdds and Kota (1979). However the physical idea is of most interest
at this point. Barnden and Berkcbitch (1975) had the same general idea.

Kota (1979) starts by deriving the energy loss due to drift,

' _ P o, in2
(dt) = 3 div (V sin” ¥) (59)

and that due to scattering

dE
@@ = -Faivw cos® ¥) (60)
]
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These results seem related to those obtained by Webb and Gleeson (1979),
see equation (24) and (25), if we make the reasonable assumption that
transforming the betatron effect from the moving to the fixed frame
yields the drift effect and transforming the Inverse Fermi effect from
the moving to the stationary frame yields the scattering effect (see
also Webb et al (1981). Because most modulation takes place in
regions where tan ¢ > 1,  being the angle between r and B, Kota
deduces that the drift loss term dominates in the contribution to the
total adiabatic loss rate, dE/dt = -pv/3 div V. If we neglect
scattering and represent the E = -V x B solar wind electric field by a
potential, then @N = -@S where

BN

N

150sin A MV, pre-1969 field reversal
(61)

i

-150sin X MV, post-1969 field reversal

for solar latitude X and we have used equation (4). Equation (7)
represents the neutral sheet boundary between &y and ¢5. There is a
mathematical discontinuity in ¢ at the wavy neutral sheet boundary. It
does however mean that finding the total energy loss reduces to adding
up the potential jumps at the neutral sheet crossings. This is because

BB = Ze [ E.ds = Ze { ¢g-0, + I0 —b. + $,-0,+0.=0,... }
il

(62)
where ¢ is the potential in the distant galaxy, ¢y the potential after
crossing the heliosphere boundary, ¢1 and ¢, the potentials either side
of the first neutral sheet crossing, $3 and ¢4 the potentials either
side of the next neutral sheet crossing, etc., and ¢g is an additional
boundary potential, depending on the details of curl E at the boundary
(Erd¥s and Kota 1978). But ¢2 = -¢l, ¢4 = —¢3, etc. so

BE = Ze (20; + 20,...)

for multiple crossings. Thus the amount of energy loss, or depth of
modulation, can be related to the number of neutral sheet crossings for
particles which move especially in the solar equatorial plane, due to
some scattering diffusion or (curl B), drift. For example, in the
post 1969 solar cycle, protons drift in from polar regions suffering a
large energy loss under (61) while the equatorial plane motion of
electrons where the tendency is to migrate to higher solar latitudes
suggests much less modulation. However, if electrons can experience
multiple crossings of the wavy neutral sheet, their depth of modulation
is enhanced and the difference in modulation between the two species

is not so great (Kota 19790. Clearly the waviness of latitude extent
of the sector structure influences the depth of modulation and a solar
cycle variation of this could be the unknown factor in causing the 1ll- year
wave.

6. Steady-state Monoenergetic Source Solutions

Early analytical solutions to the Fokker-Planck equation for
special cases including the spiral geometry but with no drift or X,
were given by Parker (1965, 1966) and a number of other special
solutions are available in the literature (Fisk and Axford, 1969;
Cowsick and Lee, 1977; Lee 1976; Gross, lLee and Lerche 1977;
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Dolginov and Toptygin 1967, 1968; Webb and Gleeson, 1976, 1977).
However use of Green's Function methods by Webb and Gleeson (1973)
and Toptygin (1973) enables more insight to be achieved concerning
the flow lines in r - p space and also on the contribution of
particles at various energies on the boundary of the heliosphere to
the near earth spectrum.

The Green's Functions used are limited to spherically symmetric
models of modulation with a constant solar wind speed, V, and the
diffusion coefficient K = X, (p) P where Ky, (P) is an arbitrary
function of momentum. (27), the momentum form of the Fokker Planck, is
then solved with E;QUP/Br = Ky aup/ar in the form

1 3 2 2 IUp 2 6(r—r°) 6(p—p°)
- —((r VU -r K —/— -=
"y2 or P 3

U) =N
3D (p p) o 5
(o]

(62)

Under the approximation r, - «, that is the particle injection takes
place at a distant boundary, a limiting solution for b > 1 was obtained

by Webb and Gleeson (1973) for the mean distribution fuliction fo = Ub/4w po2

3K (p ) N 2 2 .
oo g 1 x°m X
£ = = (=) exp (- =) (63)
o . po3(l+b)/2 I (m) T 4T 4T
where Up(m,po) = Ng 5(p-Po)
_ 2 3/9¢dby
* -5 =P =7
n = (b+l/(l-b) ; m = |n]
3 /P (1-3b)/2
T o= 55 [ K (2) 2 dz
P
X = xo(ro'Po)

Figure 7 represents this solution for b = 1.5, K <« p and plots
fo/Ng po3 as a function of p/p, for values of Vr/K(r,p,) equal to 1.0,
0.1, 0.01 and 0.001. If we take a value of K, which is able to
reproduce the 1965 level of modulation, the curves V¥/K = 0.01, 0.1, 1.0
represent respectively the distribution at 1 AU of T, = 20 MeV,
1200 MeV and 20 GeV. The great spreading and appearance of secondary
peaks at low energy, relative to the monoenergetic injection distribution
function, is seen in Figure 7. Alternatively, Figure 7 can be
interpreted as providing the radial variation at one enexrgy. If Ty =
1200 MeV and V /K represents the distribution at r = 1 AU, the other
curves represent the results of this release at r = 100 AU and 0.0l AU
since VX o -1/2

X-
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The monoenergetic solution can be used to investigate
the inter-relationship between the particle flow and energy transfer
between the cosmic rays and the solar wind using the concept of flow
lines already mentioned previously in connection with the force field
solution. Fisk, Forman and Axford (1973) were able to obtain their
r-p plane contours by virtue of the special case that gradient driven
flow and the Compton-Getting correction term balanced, but a more
general, although still spherically symmetric, case is obtained
following Webb (1976). Take the conservation of flow in position and
energy space

1 3 2

3 .
_ s 4+ — (D> U = 0
2 Py (xr p) D (<p p)

which is (20) in terms of momentum and where

3u
_P

s = Vi, - r odr

v
p p 3

3
= U) -K
50 (p p)

Thus we can allow a finite S_ by balancing it with a source in momentum
space. The flow lines of Wegb (1976) are solutions of the differential
equations

dr sp

d_t. = <r> = 6—- (643)
P

dp p 8UP

EC S T (645)

(64b) being equivalent to (19) in terms of momentum. The flow lines
which define the average effects of the interplanetary medium on the
particles are then given by

dr _ _P _P
dp PV or (65)
. - 1.5
Examples of flow lines for the case K = K_pr , Vr /X(r ,p ) = 0.1

are shown in Figure 8. They were‘obtaineg by using %he sglu%ion (63)
in conjunction with (64a) and (64b). It is seen that there are two
types of flow lines. Some go inward and then turn outward, always
dropping monotonically in energy. Others, starting above the critical
curve indicated by long and short dashes, first fall in energy on
entry but then gain energy as they turn around and eventually emerge.
The locus of <p> = 0 corresponds to the peaks in the distribution
function of FPigure 7 (dot-dash curve) while the locus of <> = 0
separates regions of inwards and outwards flow (dashed line).

It is reassuring to find in Figure 8 a region of r-p space
where particles are gaining energy. This region presumably corresponds
to the average energy gain implied by (19) since 3U/3r is positive for
galactic cosmic rays. Remembering that these paths refer to groups of
particles on average, not single particles, it is not surprising that
incoming cosmic rays seeing scattering centres approaching them can
gain energy by a second order Fermi process. However, some groups of
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particles will experience more .tail on collision and be decelerated.
The term in the Fokker Planck (22) associated with 3/9T which was

given the name adiabatic deceleration and tries to make 9U/3t negative
is actually dominated by the contribution of the energy dependent part
of the Compton-Getting transformation in our derivation. Thus the
term really represents an enhancement of the sweeping effect of the
solar wind with which the cosmic ray gas is attempting to get into
equilibrium. Thought of this way we do not have the incompatibility
of a term labelled 'deceleration' in the stationary frame when the
effect of the wind can be a heating, as seen by (19). It is also
helpful to look at (53) with S, = 0. It is the convection of particles
with V, coupled with what must be a negative value of 3f,/9p, bringing
more particles into a given momentum interval with transformation to the
laboratory frame that provides the current to balance the diffusion
current.

The limiting exact solution (63) can be used as a Green's
Function for a monoenergetic spectrum at infinity and convoluted
with the galactic spectrum to generate a full solution for the intensity
anywhere within the solar cavity. Thus

£ (xip) = é £, (=,p) G(r,pip)) dp, (66)

where G(r,p;po) is obtained from (63). Indeed, the previous work of
Fisk and Axford (1969) and subsequent work of Cowsick and Lee (1977)
seem to both stem from this same basic solution. Gleeson and Webb
(1979) compare the integral (66) with the predictions of numerical
solution of the spherically symmetric Fokker-Planck as performed by
Urch and Gleeson (1972) and show that very similar results are obtained,
thus confirming the use of (66) as valid in other investigations.

Figure 9 represents the Urch and Gleeson numerical result,
rather than (66) and shows the modulation for the three types of
galactic spectrum, (a), (b) and (c) as illustrated. Near-earth spectra
are calculated with Ky = 6 x 1021 /r' R 8 em? s the force field _
parameter ¢ (1 AU) = 0.14 GV and r_ = 10 AU as the heliosphere boundary.
It is important to note how insensitive the near-Earth spectrum is to
the exact form of the low energy galactic spectrum.

It is clear from our previous discussion of (63) that the
Green's function can be used to show the contribution of various
momentum ranges of galactic particles to the near-Earth intensity, a,
point taken up by Gleeson and Webb (1975). Numerical solutions which
made a similar point were carried out by Goldstein et al (1970). These
workers used the same spherically symmetric Fokker-Planck for protons
and helium nuclei separately (Figure 10). We see from this figure
that at high energies, the galactic spectrum at a particular energy makes
a large contribution to the modulated spectrum in the same energy range.
At lower energies, the galactic spectrum has little effect on the .
modulated spectrum at the same energy and most particles actually seen
near the earth have been shifted down in energy from ¥ 100 MeV. These
conclusions are model dependent. In order to match the measured cosmic
ray gradients ~ 1%/AU, values of K, much greater than those suggested by
quasi-linear theory or even the numerical calculations of Moussas et
al (1982b) are employed. Gleeson and Webb (1975) for example use K,
1.5 x 1022 cm? sec at 1 GV. As we shall see later, a 3-dimensional



- 3] - )

model is required for modulation and some substantial modifications
to the conclusions arising from Figures 9 and 10 may be necessary.

Webb and Gleeson (1977) develop a Green's Formula for the
transport equation which is a generalisation of their previous Green's
Function methods. By means of this formula, they can solve problems
in which the intensity and streaming on the boundary of the modulation
cavity can be expressed in terms of the solution for a source which
is a delta function in the independent variables t, r, p. Kota's
(1977) time reversed method is related to this work. The Webb and
Gleeson (1l977) formula gives the intensity at a point in terms of
three integrals; one over the volume enclosed by the boundary and
determined by the number of particles which go backwards in time to
sources which are within the volume, the second given by the number
of particles which reverse to match with the current through the
boundary and the third to correspond to the effects of an initial
source distribution. Lerche's (1974) variational method also depends
upon the use of a differential Green's theorem and similar integrals.
Lerche solves the transport equation by using trial functions for the
differential number density and then extremising the Lagrangian
operator representing the transport equation.

7. Spherically Symmetric Modulation Solutions and their Problems

7.1 The Dlurnal Variation

Although not giving a complete story, some overall understanding
of modulation throughout the Heliosphere is achieved by assuming no
latitude or longitudinal dependent gradients, as we have seen in the
previous sections 5 and 6. Also the basic observation of a 0.4%
anisotropy, roughly perpendicular to the earth-sun line and coming
from the East in the 2-20 GeV proton energy range, can be explained
(Parker 1964, 1967; Axford (l965; Pomerantz and Duggal, 1971; Urch
and Gleeson 1972). This is the dominant anisotropy, on average. We
may write the streaming egquation (21) more explicitly as

S = Cw - K,i(g—;) - Kl(g—;}L %é (%%) x B (67)
for w >> 1 and K, including all causes of perpendicular diffusion.
In spgerlcal polars, (67) becomes

e, = 2w -x, & (682)

Ee = —-KT sin ¥ %% (68b)

£¢ = % (K, = K,) sin ¢ cos ¢ %%- (68c)

where § = 35/vU, Kp = v2/3wb. For zero radial flow (54) yields
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g - 3€ v/V (K, - Ku) sin ¥ cos ¥

B K, cos” ¥ + K, sin” § (69)

If X, > K,;; &3 = 3C v/V tan ¢ = 3CQr sin 8 /V corresponding to the
perfect corotation of the cosmic¢ ray flux with the Archimedes spiral
field pattern at rotational speed @ which is that of the sun. For T >
1 GeV, C = 1.5 and with V = 400 km s~1, 8 = n/2 we find £y = 0.6%.
Subramaniam (1971) discusses small but cumulative errors which together
may reduce the calculated value of £¢ to that observed.

Although the definitive work by McCracken and Rao (1965) on
the 1958-1964 neutron monitor data gave a phase angle for the diurnal
anisotropy of 86.5 £ 1.6° east of the Earth-Sun line, many analyses of
experimental results have drawn attention to departures from this near
perfect corotation. For example, Thambyahpillai and Elliot (1953)
suggested that there is a 22-year wave in the anisotropy and more
recently, Forbush and Beach (1975) analysed data in terms of a corotating
component plusa 20 year wave with a maximum at 128°E, perhaps corresponding
to flow into or outward from the sun along the Archimedes spiral field
direction.

Swinson (1971) has drawn attention to the information on the
radial gradient which may be obtained from a measurement of the north-
south anisotropy, £g. The sign of the effect is correlated with that
of the sector structure, as can be seen via the last term of (67).

Both diurnal variation data and north-south anisotropy in the absolute
cosmic ray flux as seen by polar neutron monitors have been interpreted
in this way (e.g. Pomerantz, Tolba, Duggal, Tsao and Owens, 198l1).
Swinson found a radial gradient at high rigidities which, when
extrapolated to 1 GV yielded about 14%/AU or more.

7.2 ggggricaE_Solutions

In order to accommodate a wide range of parameters describing
the position and rigidity dependence of the primary spectrum numerical
methods have been developed to solve the spherically symmetric Fokker=-
Planck transport equation (Fisk, 1969; Urch 1971). The Crank-Nicholson
technique is often used. A galactic spectrum is specified at the
boundary of modulation r = r,, and the partial differential equation,

U = U(r,T) integrated inwards in r between a low energy cutoff where
U(T) is zero and a high energy cutoff where the spectrum remains at

the galactic value. The rigidity dependence of the diffusion coefficient
can be obtained empirically by assuming the electron modulation is
completely specified by the near-earth measured spectrum and the
galactic spectrum as deduced from the non-thermal radio background
(Goldstein et al, 1970; Burger, 1971). There are of course many models
for the galactic proton intensity which show large variation with
position in the galaxy and therefore the assumption of the existence

of an average galactic electron spectrum which is applicable to this
"demodulation"” procedure cannot be too safe Nevertheless, values of
the total modulation parameter M ¥ 2.4 ¢ (equation 3) have been deduced,
for example ¢ = 0.35 GV in 1965 (Urch and Gleeson, 1972), ¢ = 0.59 GV
(Bedijn et al, 1973), again in 1965, and ¢ = 0.44 GV for 1973 (Garcia-
Munoz et al, 1977). Checks on the modulation model can then be made

by predicting the galactic proton and helium spectra at a particular
epoch of the solar cycle. WNext, these galactic spectra are used to
predict new, near earth spectra at another epoch.
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Although some satisfactory fits to observed spectra have
been obtained by the numerical models, it is not possible to
disentangle the absolute magnitude of K, , the radial dependence of
K, and the position r, which all appear in M. In fact, early estimates
of K, were later revised upwards to fit the additional information
given by the low Vv few %/AU gradient measurements made on Pioneers 10
and 11 (Gleeson and Webb, 1979). A recent value for this gradient is
provided by Webber and Lockwecod 1981 for T > 60 MeV averaged out to
23 AU, “These workers find 2.85 * 0.5%/AU and incidentally deduce r_ >
65 AU from the dependence of the gradient on counting rate based on
spherically symmetric modulation theory. A value A, = 0.3 AU is
consistent with their work.

Three basic problems arise in the application of spherically
symmetric solutions. The first lies in the value of K, adopted which
we have already seen is considerably higher than the wvalues at 1 and 5 AU
which are given by the latest numerical simulations. Second, there is
no simple explanation of the hysteresis shown by the l&g in the recovery
of the electron intensity relative to the protons, seen after the 1970
sunspot maximum (Rockstroh, 1977). Third there is no known variation
in the near Earth solar wind velocity, or power spectrum of field
irregularities to explain the required variation of M (Mathews et al
1971; Hedgecock et al, 1972).

Morfill et al (1979) have provided a possible way out of the
third difficulty in the context of the spherically symmetric model.
It depends on the observation (Hedgecock 1975) that the power density
in low frequency waves (< 1074 Hz) does vary with the solar cycle,
unlike the other IMF parameters. If the k vectors of the Alfvenic
fluctuations align with the radial direction, the fact that the mean
local field direction alters with the solar cycle due to the change in
the low frequency power means that the scattering can change. However
there remains the problem of demonstrating the radial alignment of k.

8. Three-dimensional Modulation - Perpendicular gradient and
Anisotropy Evidence

In the previous section we have already mentioned the problems
in spherically symmetric modulation theory that lie with predicting
the low radial gradient, accounting for positive-negative particle
hysteresis effectsand finding the actual cause of the ll-year cycle.

In section (5.2), the energy loss formulation of Kota was essentially
a 3-D model and therefore it is reasonable to search for other evidence
to support the need for a full 3-dimensional development of the
complete theory.

Perpendicular gradients and related anisotropies are direct
manifestations of a non-spherically-symmetric cosmic ray distribution.
Before discussing the rather confusing evidence for these, it is helpful
to develop equation (67) to take into account perpendicular and azimuthal
gradients in order to see the gradiant-anisotropy inter-relationship.

In component form, with Si = v/3 € (67) becomes

- _a_r_J. 4 EH 1 d _aE
Sr = Cuv Krr T + KT sin ¥ 3D +(K,~K,) sin ¢ cos ¢ "2 (70a)
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Sp = —KT sin ¢ 3;-- K, 35'— KT cos Y 5; (70b)
_ . U U oU
Sa = (K, - K;) sin ¢ cos ¢ 3T + KT cos ¥ 3p - Kaa % (70¢)
2 .2 , 2 2
where X __ = K, cos” ¢ + K, sin” ¢ ; Kz = K, sin” ¥ + Ku cos™ {Y;

ji>

o ~ . . . ,
v2/3wb wfth P a unit vector in the ® or north - south direction and
a unit vector east to west or in the ¢ direction.

Neglect 3U/%a as being due to transient, azimuthal effects which

are likely to average out in the long-term. (70b) and (70c¢) then combine
to yield
< K 2 . U <Km SP> -
> = - - — — . —————
Sa (K, 1 KL) sin ¢ cos ¢ T R, cos ¥ (71)

If there is no perpendicular gradient, 3U/3p = 0, <Kg Sg> = KT2 sin ¥ 3U/6r
from (70b). It is clear that Sp and Kp switch sign together with sector
structure reversal and (71) reduces to (68c). It is interesting also to
note that although the sum K, - Ky - KTZ/KL in (71) reduces to zero if

Ky = K, Vg /v02+wb2 as in (11) and in cyclotron resonance theory for XK,
(McDonald and Forman 198lb), the north-south streaming due to (70b) coming
in the term <Kgp Sp>/KL results in there still being an azimuthal diurnal
variation.

The first order equation (70) cannot deal with symmetric
perpendicular gradient effects, for example the situation where the
helio~-equator represents a minimum or maximum in intensity. Apart from
full numerical integration of the Pokker-Planck, approximate insight into
the magnitude of the streaming which can result can be obtained following
the work of Jokipii and Parker (1968) and Quenby and Hashim (1969).

These last authors write the Fokker-Planck, retaining "8" component non-
symmetric terms in K, as

1 3 2 A U 1 3 sin 6 QU
r2 Ar (x cov) = r2 ar TR or * r sin 6 36 & r a6

3 2 w . 2
5z T X, 37 Sin [ (72)

N

IfU =10 + U, for U, << U where U; is an analytical solution of the
modulation equation with K; = 0 and K, a simple power law in r, as found
by Parker (1965), the term in K, equal to K_‘_/r2 82U/892 is the dominating
non-symmetric term. Then the radial streaming at 6 = 90° may be shown to
be

2
8U2 r 94U

= 2§ o= L
s_ Cu,V-K, 5= sin w—rzixl

26

which is an integral of (72) when two large terms on the left hand side

have cancelled and a factor C omitted in the original work has been included.
We see that the perpendicular streaming into the equatorial plane

integrated out to the point of observation is responsible for the radial flow
at that point. Note that we have suppressed radial streaming due to energy
change in U by keeping C constant. Jokipii and Parker (1968) deal with

the equivalent approximation for energy space gradient induced Streaming.



However section 6 has adequately dealt with the physics inveolved.

Turning now to the experimental evidence, Sarabhai and
Subramanian (1966) suggested that the marked excess in 5303A coronal
line activity at northern heliolatitudes might lead to a north to
south gradient in cosmic ray intensity. Following a suggestion of
Marsden (1967), Hashim and Bercovitch (1972) showed that the B x VU
drift due to a north to south gradient showed up in neutron monitor
and meson telescope data as a sector structure correlated effect in
the diurnal variation. For example, for B outwards, V,U yields a flow
45°F of the earth-sun line. Hashim and Bercovitch found Gg = 5.5 R‘0'6%/AU.
Newkirk and Lockwood (1982) represent a recent work attempting a direct
" measurement of  the latitudinal gradient by correlating cosmic ray
activity with solar activity. They find a decrease of intensity with
increasing latitude, measured in a heliomagnetic coordinate system that
they define and for periods before and after the1969-1970 reversal
of solar field polarity.

A symmetric, rising gradient is consistent with measurements of
the second harmonic of the neutron monitor and meson telescope diurnal
variations since the time of maximum observed is, on the average,
perpendicular to the interplanetary field direction in the ecliptic
plane (Quenby and Lietti, 1968). These authors found rising gradients
consistent with a modulation factor M v 2,4 GV which is about double
that mentioned in section (7.2). However, Nagashima et al (1971) claim
that the semi-diurnal data is best interpreted as a pitch angle
distribution with maximum intensity at 90° pitch angles.

Direct measurement of a gradient rising between 0° and 16°
northern solar latitude is provided by McKibben et al (1979) using
Pioneer 10 and 11 data on the anomalous helium component between 11
and 20 MeV/nucleon. They found a 2-3% per degree latitude gradient
at 4.75 AU. Roelof et al (198l1l) have analysed Voyager 1 and 2 and
IMP-8 data relevant to distances between 2 and 5 AU and find transient
gradients at ¥ 30 MeV/nucleon which are directed north-south, south-
north or are U-shaped and with magnitude 1 to 5% per degree. All these
experimental determinations of the latitudinal gradient are consistent
with values which would produce v 100% modulation between the solar poles
and the solar equatorial plane.

Inward or outward radial streaming anisotropy can also indicate
the three dimensional aspect of modulation. Rao et al (1967) found a
0.18 (+ 0.05)% outward streaming in the 7.5-45 MeV range which seems
unlikely to fit any reasonable spherically symmetric model. For example
the computations of Urch and Gleeson (1972) and of Dyer et al (1974) show
inward streaming at low energies. Furthermore, integral measurement of
protons at > 360 MeV by HEOS-I (Dyer et al 1974) showed a 0.3% inward
streaming. These data cannot be reconciled with the spherically
symmetric model which gives an outward streaming at > 1 GeV. Quenby
and Hashim (1969) suggest that a small outward streaming ~ 0.02 of the
corotation effect is consistent with the 1964 neutron monitor data while
for the long term ionisation chamber data, an outward streaming varying
between 0 and 0.3 of the corotation amplitude (i.e. up to 0.12%) and
depending on the phase of the solar cycle can occur. Quenby and Hashim
interpret the relative variation of &, and § in terms of a variable
ratio K,/k, with a rising, off-ecliptic gradient driving particles into
the equatorial plane. Note that Forbush and Beach (1975) interpreted the
same data in a different manner and the difference in phases in the
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asymptotic directions implied is probably due to the introduction of
an empirical diurnal wave temperature correction by Quenby and Hashim.

Use of the earth's excursion of + 7.25° in heliolatitude in a
year which can give rise to an annual and semiannual wave in cosmic
ray intensity enabled Antonucci et al (1978) to find a symmetric
falling gradient pre-1969, a rising symmetric gradient after 1969, a
southward directed perpendicular gradient in 1959-1969 and after polar
field reversal in 1969~1971 a north pointing cosmic ray gradient. The
symmetric gradients found by these last authors do not fit the Quenby
and Hashim predictions but are explained by the theory of Jokipii and
Kopriva (1979) which we will discuss later. Swinson and Kananen (1982)
employ sector-structure correlated changes in the ecliptic plane
component of the diurnal variation seen by cosmic ray detectors to
confirm the direction switch of the antisymmetric gradient seen be
Antonucci et al (1978). Swinson and Kananen emphasise the domintnce of
this one-way gradient over the symmetric gradient and point out that
the Jokipii-Kopriva predictions are only satisfied if the earth is
located predominantly above the cosmic ray equator so that it is in a
region where the gradient is pointed southwards before the sun's field
reversal and pointed northwards afterwards.

Space measurements have been made on the relativistic particle
anisotropy at large radial distances in a plane at right angles to
the earth-sun line. Between March and November 1974, Pioneer 10 at
6 > 6.8 AU (Axford et al, 1975) found an azimuthal anisotropy E¢ = 0,59 %
0.18% and a north to south streaming anisotropy g ® 0.25 = 0.08% for
T > 480 MeV/nucleon. Some part of &5 could not be correlated with the
sector structure VU x B effect and this residual value of Ea: 0.11%
could be explained by an asymmetric latitude dependence of the modulation.
Its sign agrees with that measured by Swinson and Kananen and Antonucci
et al after 1969. One problem with the data of Axford et al (1975) is
that the equivalent detector onboard Pioneer 11 at 1.1 - 2.7 AU found
Eg * 0 at a time in 1973 when Swinson and Kananen (1982) found definite
evidence for a northward gradient.

Concerning the local control of the position of the neutral
sheet in the IMF and its variability and hence the consequent variations
in the plane of symmetry of the cosmi¢ ray intensity, the analysis of
Moussas and Tritakis is interesting (1982d). These authors point out
that an analysis of sector structure data implies that in 1974-1977,
there is an influence of the north solar pole coronal hole at all
latitudes, agreeing with the southward displacement of the current
sheet predicted by Rosenberg (1970) (see also section 2). It must be
said, however, that rather less than 50% of the polarity data of
Moussas and Tritakis are in good statistical agreement with the Rosenberg
effect model for the dominant sector structure pelarity  Again this
emphasises the importance of local disturbances and suggests that in-
ecliptic measurements have little hope in establishing the overall 3-
dimensional modulation configuration or solar wind pattern.

Recently streaming measurements have been made by Pioneer 10 out
at 11-15 AU (McDonald and Férman 1981l; Forman and McDonald 1981) in the
plane perpendicular to the earth-sun line. For the 30-56 MeV proton
energy range, the anisotropy is ~ 7% which, if anything, is above the
predicted corotation value and imples A, = 16 + 5 AU and K, § 0.007 K,
when interpreted in terms of (70) and the measured gradient. These
values are respectively much higher and much lower than the Moussas et
al (1982b) computational values for 5 AU, but could be interpreted as



revealing a much smoother IMF at these larger distances. An alternative
explanation put forward by Forman and McDonald is that there is an
undetected 7% inward streaming which would allow K, Y 0.05 K, and be
qualitatively consisten with the Dyer et al 1974 observation. However
such a streaming does not fit with the approximate calculations of Quenby
and Hashim (1969) who find that an increase in S, corresponds to a
decrease in S;. Anisotropy measurement of the anomalous 10-56 MeV/nuc
He component yields a streaming v 10% of the corotation value and allows
A, ® 5 AU and K, > 0.05 K, for no S,. Alternatively, if K, < .007 K,
there would have to be an undetected outward radial streaming of 2%.

The authors believe their results to be consistent if there is
significant but different radial streaming of the proton and helium
component.,

In contrast to these 12 AU measurements, the closer in data
from Pioneer 10 and 1l of Axford et al (1975) yielded a ratio K, /X, =
0.13 -+ 0.26 based on the reduction of corotation amplitude in (70c).
These results are more in accord with the quasi-linear and numerical
simulation values of the diffusion coefficients.

9. The Anomalous and Low Energy Components - Experimental Evidence

Below 50 MeV/nucleon there are various puzzling features of the
near-earth spectrum that may or may not require 3-D modulation models
for their explanation. In particular, the cosmic ray spectrum at
these energies is characterised by anomalously high fluxes of helium,
nitrogen, oxygen, neon and possibly iron (Garcia Munoz et al, 1973;
Hovestadt et al 1973; McDonald et al, 1974; Klecker et al 1977) which
have been observed since 1972. There is also a steep turn-up in the
spectrum at the lowest cosmic ray energies (Figure 11 and Mason et al,
1977). The anomalous composition would correspond to an overabundance
of 5-20 times normal cosmic ray or solar system abundances, provided
carbon at the same energy is taken to be entirely of galactic origin.

It has been pointed out by Fisk et al (1974) that the enhanced
elements have first ionisation potentials higher than hydrogen and that
they may exist in interstellar space as neutral atoms. However
interpretation of 1977-78 Voyager observations by Webber et al (1979)
suggest that some anomalous intensity increase is found for C, Mg and Si,
although at definitely lower levels than for the previously mentioned
elements. These additional enhanced elements have lower first
ionisation potentials. Anomalous He and O exhibit a 27-day resonance
tendency, seen in association with 3 0.5 MeV proton enhancements and also
a Forbush decrease has been observed in ancmalous O (Webber et al 1979;
Garcia Munoz et al 1977b). A positive radial gradient has been cbserved
in He and O in the 10~20 MeV/nucleon energy range of magnitude ~ 15%/AU
(Webber 1979).

Indirect evidence for a singly charged state for anomalous
helium has been provided by McKibben (1977). He considered the phase
lag of low energy cosmic rays with respect to particles of a higher
energy, assuming it to be only a function of velocity and rigidity.
There is some evidence from 1974-75 IMP-8 data for 11-20 MeV/nucleon
helium intensity changes being in advance of those of 51-95 MeV protons
which would be at an equivalent magnetic rigidity if the He was fully
ionised. Instead, the He behaved more like singly ionised particles,
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corresponding to a higher rigidity. McDonald et al (1979) studied

A, as deducéd from gradient and spectral measurements, based upon

the approximation CUV z KroU/dr. They found that their data was better
ordered if He £ 50 MeV/nucleon is singly ionised. Incidentally, the
values of A, obtained at v 200 MV, i.e. Ar v .04 AU, are in reasonable
agreement with the numerical simulation discussed in section 4.
Anisotropies are unlikely to be so large that the approximation
exmployed is seriously wrong. ’

Paizis and von Rosenvinge (198l1) extended the work of McKibben
(1977) with a plot of the time lag with respect to higher energy particles
of the various charge species for protons, ordinary and anomlous helium
against BR. They found that 8-~22 MeV/nucleon He did not fit the curve,
whatever the assumed charge state. In fact the time lag for these
particles was very short and the authors concluded that the model of
0O'Gallagher (1975) which takes into account hysteresis in symmetric
modulation theory and upon which the RB plot is based does not order
the data sufficiently for deductions to be made concerning the He charge
state.

Garcia Munoz et al (1981l) re-examined old data to show that the ..
anomalous He component was not present before the 1969-71 solar field
phase reversal in strength comparable to that seen in 1977. Hence
drift motion involving a 3-dimensional model is favoured for the origin
of the anomalous component.

Webber et al (198l1) made a comparative study of the radial
gradients of anomalous helium and oxygen to obtain similar gradients
~ 15%/AU out to 15 AU in a time of relatively little temporal change
in the cosmic ray intensity. Becuase of the differences in Compton-
Getting factor, larger for O than He, this similarity turns out to be
more consistent with the single ionisation of these two charge components.
Another point noticed by the authors is that during- temporal changes by
a factor 10 in the modulation level, the radial gradient remained the
same. The authors discuss the possibility that K, changes by this same
factor 10, although such evidence as we have on variation in the power
spectra of magnetic fluctuations does not support such a change.
Alternatively, Webber et al (1981l) suggest on the basis of a simple,
spherically symmetric model with K, = constant, that alterations of
the effective boundary depth by several hundred AU could account for the
observation. Again an appeal to off-ecliptic effects may be helpful.

von Rosenvinge and Paizis (198l) discuss the large amplitude
of the modulation exhibited by anomalous He relative to protons at a
similar rigidity. They demonstrate that it is the differences between
the spectral slopes of these components which may account for the
observation. Thus the protons show a positive spectral shape at the
relevant rigidity which allows decelerated particles to partly compensate
for modulated, lower energy particles. The He atoms have a flat spectrum,
so less compensation takes place.

The turn-up in the low energy spectrum seen below ~ 5 MeV/nucl.
may be related to corotating particle streams first seen in 1965 (Fan
et al 1965; Bryant et al, 1965), rather than galactic cosmic rays.
Proton streams exhibiting a 27-day recurrence tendency are found to
correlate in time with the passage of high-speed solar wind streams.
Near-sun and deep space probe observations have established the likelihood
of an interplanetary acceleration mechanism for these particles. Gradients
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have been seen; » 350%/AU between 0.3 and 1 AU, v 100%/AU between 1
and 3 to 5 AU and negative gradients out from 4 to 9 AU (Van
Hollebeke et al, 1978). Some compositional changes have been noticed
within the tendency for these events to be enhanced in the region of
the forward and backward shocks associated with fast streams. The
H/He ratio has been seen to increase by v 100 at the forward shock
(Barnes and Simpson, 1976). Nevertheless, Gloeckler (1979) finds
relatively little variation in the composition during these events

as seen in near-earth data. The most striking difference from prompt
solar flare event particle abundances lies in the carbon:oxygen ratio.
It is consistently less than 0.8 for flare events but lies between 0.9
and 1.5 for corotating particle streams. Hence flares are unlikely to
be the source of the corotating particles. However the composition
of these particles resembles that of the solar corona and presumably
that of the solar wind, especially the He, C, Fe and O components
(Gloeckler 1979). Study of the spectra of these species, together
with protons, in recurrent events show the distribution function to be
well fitted by an exponential in velocity. Moussas et al (1982a) review
current evidence on these streams to demonstrate a statistical, rather
than shock-associated acceleration to be most likely.

10. The Low Energy Components in the Context of Spherically
Symmetric Modulation Theory

Although the review of evidence in section 2 concerning the
anomalous and low energy spectral components suggested some appeal to
3-dimensional modulation models,it isnecessary to see which facts can be
understood in the context of the spherically symmetric models. Such
symmetric solutions of the Fokker-Planck do not necessarily comprise
a unique set of explanations and some off-~ecliptic effects may need to
be added to the models.

Concerning the anomalous component, Fisk (1976c) has discussed
the requirements upon modulation theory including only the symmetric
terms in the Fokker-Planck equation without acceleration which would
allow into the heliosphere sufficient galactic particles to provide
the high He, O and N fluxes at 10 MeV/nucleon. By assuming K = vg(R,x)
i.e. a function of velocity and magnetic rigidity, and by making a
reasonable estimate of the amount of electrXon modulation at the same
rigidity, Fisk shows the necessary interstellar fluxes to be impossibly
high. He then puts forward a possible modification to the diffusion
process whereby Ky, is controlled by the lifetime of magnetic traps
in which particle mirroring takes place and suggests this circumstance
can occur beyond 1 AU. Such particle trapping has not been obvious in
the computations of Moussas et al (1982b), performed at 5 AU.

Alternatively, Fisk et al (1974) suggest that the anomalous
component originates in the part of the neutral interstellar particle
population which has a high first ionisation potential. These particles
can penetrate into the heliosphere before suffering ionisation by
charge exchange with the solar wind or because of the enhanced UV
radiation levels. After becoming singly ionised, they would be
accelerated by the statistical mechanism of section (4.4) and also
suffer outward convection in the solar wind. As the particles gain in
energy, some diffuse back because of their relatively high magnetic
rigidity. Xlecker (1977) fits modulation data taken both at high energies
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and for the anomalous component to Fisk's theory. He employs as
parameters in the model, K, ~ 1022 exp [(r-1)/30]18R em? 51 and

Dpp/p2 n 3,108 sl at 10 MeV/nucleon with a solar cavity radius of

50 AU. The spatial diffusion coefficient is higher than the numerical
estimate of section (4.1) while the energy diffusion coefficient is
lower than that of (4.4). Also the fraction of singly ionised atoms
from the injection process which take part in the acceleration, & =
2x1073 is a parameter which is simply fitted to the observations.
Figure (12) shows the results of Klecker's model calculations. Thus
we may conclude that the Fisk et al (1974) hypothesis has some success
in explaining the anomalous component in the context of spherically
symmetric modulation theory when acceleration is added. 1Indeed it

is very difficult to believe that the process is not takihg place in
the IMF, to some extent at least. However because all the parameters
employed in the model do not necessarily agree quantitatively with
other estimates, some other elements such as off-ecliptic effects may
be necessary to completely specify the physics involved.

At even lower energies, the statistical acceleration mechanism
emphasised by Fisk (1976a,b) is likely to explain the quiet-time turn
up of the spectra and the observed distribution functions for H, He.
C, O and Fe in corotating streams. In particular, the study by
Gloeckler et al (1979) based on IMP D. data in the 0.15 MeV/nucleon to
8 MeV/nucleon range showed £ =« exp(-v/v,) for these species. These
authors showed that a steady state solution of the symmetric Fokker-
Planck plus acceleration is of this form provided p2/D ~ v, The
numerical results of Moussas et al (1982a) with Dgpp « E 5 give just this
proportionality. Gloeckler et al (1979) also point out that since the
abundances are comparable to that of the solar corona, acceleration
from solar wind energies without an injection threshold, as occurs in
shock acceleration, is favoured.

We conclude that the evidence from section (9) is for interplanetary

acceleration but is not necessarily as compelling for 3-dimensional
effects as other evidence, discussed previously.

11. Three-Dimensional Modulation Models

It is clear that a comprehensive model for cosmic ray modulation
must take full account of the latitude dependence of the sgpiral field
geometry and sign of the IMF, together with the latitude dependence of
the solar wind velocity and magnetic turbulence. Sufficient experimental
evidence has been put forward to suggest the real existence of
perpendicular to the equatorial plane gradients and flow patterns and
both experimental and numerlcal modelling evidence demonstrate that drift
motion perpendicular to <B> can have noticeable effects upon the near-
earth cosmic ray 1nten51ty.

One of the initial problems investigated by numerical solution
of the 3-D Fokker-Planck equation was that of reconciling the small,
measured radial gradients with the small values of A, that both
analytical theory and numerical modelling require. Fisk (1976d) employed
the Jokipii (1971) estimates for the spatial diffusion coefficients to
give

vrg Bo ,Acor 3/2

3) (x=0) ( T )
XX g




- 41 -

assuming P(k) « k_B/Z, Ac = gorrelation length = 1.5 x 10ll cm and
with the factor (Acor/rg)872 put equal to unity if Fg > Acor- Also

vax(k=0) r

K = 0£%3/2
L 2Bo2 A
. . 3/2 . . .
again with the factor (rg/A) =1 if rg > Agor. Drift motion due to

Kp was neglected in the Fokker-Planck and an alternating gradient
modification of the Crank-Nicholson numerical technique employed. K
was kept constant with respect to r, but K,/K, = r at < 2 GV due to
the rg dependence. At > 2 GV, particles scattered into the equatorial plane
from the regions of easy access along near-straight polar field lines
preferentially at small r. Figure 13 shows the results obtained and
depicts the near-earth proton intensity, the radial gradient and radial
anisotropy. Note the few percent per AU radial gradient, in goocd accord
with experiment, but also the outward streaming which is a natural
consequence of the easier, off-ecliptic access. This outward anisotropy
is not in accord with the Dyer et al (1978) spacecraft data, but
qualitatively agrees with the Quenby and Hashim (1969) interpretation of
ground level diurnal variation data. Figure (14) shows the latitude
dependence obtained by Fisk at 1 AU for 25 MeV and 1 GeV particles with
either finite or zero K, (= Kg). Note the reduction in polar gradient
that can be brought about by the introduction of perpendicular diffusion
and the consequent enhancement of the near-earth intensity. Alaniya

and Dorman (1977) performed a similar calculation to that of Fisk

(L976d) and demonstrated that acceptably small radial gradients can be
obtained provided the diffusion is anisotropic (K,/K, < 1) out to a
distance v 8 to 16 AU.

£ A

Dorman and Milovidova (1973) solved the Fokker Planck (72)
allowing X, = K, = n'0'6 rl/2 where n 1s the monthly sunspot number
evaluated as a function of solar latitude. For the years 1958 and 1964
peak intensity was found at the sclar poles, but a north to south gradient
occurred across the equatorial plane. V

Cecchini and Quenby (1975) were concerned to explain the inward
streaming at 1 GV (Dyer et al 1974) in terms of a K, and X, latitudinal
variation such that diffusion was at a minimum opposite the zones of
maximum sunspot activity. Inward streaming in the equatorial plane and
at high solar latitudes is balanced in their model by outflow opposite
the sunspot zones. These authors integrated the Fokker Planck (72),
which still neglects Ky and allowed X, « K, « rg(8) for r > 1 AU where
g(8) =1 + cos 6 (5 cos? 8 - 3) and X, at 1 GV and 1 AU took the value
2.1022 cm2 s~1, The model successfully explained the streaming observation
of Rao et al (1967) and Dyer et al (1974), but despite the over-large
K, value adopted, still gave rather large radial gradient, e.g. 20%/AU
at 100 MevV. This last fact is likely to be physically due to the necessity
in the model for bringing particles in through the equatorial plane,
unlike in the above Fisk model where input was predominantly at high
latitudes.

A fairly recent and clearly important advance in modulation
theory has been the realisation that drift motion in a mainly uni-
directional B is important. The basic formula for the inclusion of this
Ky effect in the Fokker Planck have been given insections (3) and (4.3).
That is we add to equation (72) a term given by (42). At the Kyoto
Cosmic Ray Conference, three groups provided numerical solutions of
this full Fokker-Planck (still without acceleration however), including
the K7 term (Moraal et al, 1979; Jokipii and Kopriva, 1979; Alanyia and



- 42 -

Dorman, 1979). The basic difference between the models of Moraal et
al and Jokipii and Kopriva lies in the importance of drift in the
neutral sheet.

Moraal et al in fact put Kp = 0 and <v,> = 0 at the neutral
sheet on the grounds that we do not know if special trajectories are
possible as in the earth's magnetic tail. We have already noted the
limited information on the actual configuration of the neutral sheet
contained in the analysis of villante et al (1979). The numerical
solutions of Moraal et al always yield a rising perpendicular gradient
away from the equator, as illustrated by Figure 15. This figure shows
pre~ and post-1969/70 reversal conditions at two energies, based upon
the diffusion coefficients

K, = K, BRI + (9% R > 0.4 av
e
=x,° 801 + (9% R < 0.4 GV
Te
° r.2
K, = K, 8(;—0 (1 + sec V)
e

0 1

with K,? = 1.2 x lO2 cm2 s ~, K,° =1.2x 1022 cm2 s—l for weak
modulation conditions and X,° = 3.0 1021 cm? s71 for strong modulation
conditions. Apart from the positive latitudinal gradient, we notice

the opposite drift effect on protons and electrons, because of the sign
dependence of Kp. Pre-1970, the protons are depleted relative to the
electrons because the former come in via the equatorial plane and drift
poleward while the later come in via the poles. Post-1970 the situation
is reversed. This puts on a quantitative basis the explanation of the
difference in the electron and proton hysteresis loops noticed by Korff
and Mendell (1977) and Rockstroh (1977) and discussed by Jokipii, Mendell
and Quenby during the course of the Plovdiv Cosmic Ray Conference
(Quenby 1977). The very large modulation seen for the situation of
North Field 1IN, case B, is because particles are swept out both by the
solar wind velocity and the <v,> drift since <v,> drift is in the (curl B),
direction and the only mode of entry is by diffusion in the equatorial
plane. Figure 16 for cosmic ray protons illustrates a numerical study
of the fraction ofnear Earth particles that originate at different
latitudes on the solar cavity boundary. We notice that for north field
IN where the drift is out of the equatorial plane there is a tight
grouping about 6 = 90°. This contrasts withthewide spread of entry
points for north field OUT. )

Jokipii and Kopriva (1979) include an additional term in the Ky
part of the diffusion tensor corresponding to rapid particle drift
motion along the theoretical interplanetary neutral sheet. This is

neutral 2 T A €5,
v > = @ HTHT 86 -3 (&, + D) (73)

where I' = ¥Q sin 8/V. Motion along the neutral sheet is illustrated

in Figure 17 where the migration is in the V x B direction for particles
whose gyroradii include this plane. Otherwise the parameters employed
are not digsimilar to those of Moraal et al (1979). In particular,
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X, = 5.10 ! Rl/2 B cm2 s l, K, = 0.1 K, and integrations were carried

out to a similar boundary position at 10 AU. Figures 18, 19 reproduce

their numerical results for ¢ A positive, that is post-1969 and g A negative
(pre~-1969) where A specifies the field strength. 1In the figures U/Ug

refers to intensity relative to that at the cavity boundary. An important
point to notice is that for g A positive, the radial gradient in the
equatorial plane, 6 = 90°, is very low for 70 MeV protons. The authors
demonstrate that this result does not depend very much on the diffusion
coefficient, K, adopted,which can be very small. Hence there is no
problem with reconciling more recent radial gradient measurements and
numerical values of K, with the model.

Concerning the pre-1969/70 results for g A negative, the falling
gradient away from the eqguatorial plane fits with several measurements
discussed in section (8). Also the Dyer et al (1974) inward streaming
which was at its largest early in the year fits qualitatively with
the flow pattern expected from a falling latitudinal gradient. Such an
inflow pre-1969 also satisfies the work of Levy (1975), based on
neutral sheet motion which effectively fits into the Jokipii and
Kopriva formulation because of the latter's use of (73). Levy pointed
out that the Forbush and Beach (1975) analysis of the 22-year wave was
consistent with V x B directed outflow post 1969/70 and inflow pre
1969/70. Also an approximate solution of the 3-dimensional modulation
,equation yielded the result that meson detectors would see this effect
-enhanced over that seen at lower energies by neutron monitors, again in
qualitative agreement with experiment. The effect of the scale size of
neutral sheet distortion on the idealised trajectories has not yet been
discussed however.

One point concerning the Jokipii and Kopriva prediction of
Figure 19 for g A negative which might cause concern lies in the large
magnitude of the radial gradient at 8§ = 90°. It is worth remembering,
however, that early measurements of the gradient by direct means and
indirect means (0'Gallagher 1967; O'Gallagher and Simpson, 1967, for
Mariner 4; Lezniak and Webber 1973 for Pioneers 8 and 9 and Bercovitch
(1971) using neutron monitors) all give gradients in the ¥ 10%/AU range
for pre-1970 data at relatively high enerqgy. However Anderson (1968)
provides a counter example of a gradient measurement in 1965 yielding
< 10%/AU.

The steep rise near the boundary in all the plots of Figures
18 and 19 seem unphysical and could result from an inability to model
this region well. Jokipii and Kopriva (1979) ‘compute the radial anisotropy
arising in the g A positive situation and find ~ 0.2 - 0.3% at 1 > 2 AU.
The authors emphasise the existence of a broad, interior plateau in the
low energy, equatorial region which is conneé¢ted to the inner and outer
boundaries by thin boundary layers of rapidly changing intensity as
mentioned above. It seems possible that the outer layer at least is
an artefact of the model representing a sudden switch from entry along
the near equatorial plane or near polar field lines to transverse
diffusion under X, V, U as the boundary is approached and the easy
motion path parallel to B get toc long. Actually the one situation
where this gqualitative explanation will not work is for g A negative, 6 =
90° where inward motion along the neutral sheet is important. However
for this case, the outer boundary layer disappears (Fig.l9). In the
model, K, was maintained constant with distance, which is clearly not
the case, while r  was artificially close to the sun. A more distant
boundary and a more realistic variation of K, with r could probably
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reduce the boundary layer gradients to reasonable values.

Jokipii and Thomas (198l) extended the above model of Jokipii
and Kopriva to include an approximate treatment of the wavy current
sheet effect on the flow and intensity (equation 6, section 2).

They are concerned to incorporate a possible solar cycle dependent
change in the current sheet tilt in the model and thereby produce

an explanation for the ll-year cycle independent of the constancy
of the magnetic fluctuations and solar wind speed parameters which
usually specify the modulation level. They are able to use a
reasonable variation in the tilt angle, between 10° and 30°, to

give the observed solar minimum to maximum cosmic ray variation,
Higher tilt means more path length in the neutral sheet and greater
modulation. The observed much flatter .cycle variation for g A
positive as compared with g A negative is reproduced in the theory.
Jokipii and Thomas cbtain their results by neglecting X,,, based on
the previous, Jokipii and Kopriva (1979) work which showed that
approximately similar results could be obtained with or without the
inclusion of parallel diffusion. It is important to realise that
the nuetral sheet motion is crucial to the exact working of these
3-D models and if subsequent investigation of particle trajectories
in a realistic, jagged neutral sheet produce a much lower <vpReéutrals
than used in (73), difficulties will appear with the models,
especially for g A negative.

In conclusion, it is worth saying that the diffusion plus
drift model for modulation, including neutral sheet motion, promises
to satisfy a variety of evidence, although some conflict in the
experimental data does not permit a certain conclusion on the model's
validity as yet. In its favour, the Jokipii-Kopriva-Thomas model :

(a) is required because numerical computation supports the
inclusion of guiding centre drift;

(b) is required because of the disappearance of the high
latitude sector structure;

(c) fits hith the required low K, values;

(d) fits the observed electron-proton hysteresis;
(e) fits some inward streaming observations;

(£) fits some perpendicular gradient observations;
(g} may explain the ll-year cycle;

(h) may throw new light on early and possible large

radial gradient measurements.

We have mentioned some perpendicular gradient observations
(e.g. Newkirk and Lockwood, 1982) and streaming observations (e.g.
Quenby and Hashim, 1969) which do not seem to fit the drift model.
Also the local solar activity control of IMF conditions at 1 AU has
been emphasised, makingmany experimental checks difficult. The ISPM
mission will surely provide crucial evidence on the role of drifts
by getting away from these local factors. However it would seem that
ISPM will be launched in a ¢ A negative epoch and have little hope of
seeing neargalactic cosmic ray conditions over the solar poles.
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12 Effects at the Boundary of Modulation

For completeness we briefly discuss two other aspects of
modulation. Regarding the first, which is the helio-cavity boundary
effect, . the reader is recommended to study the excellent review of
Axford (1971). The heliosphere is defined by the confinement due to
the interstellar medium. Fahr et al (1981) may be consulted as a
recent investigation of the combined effects on stopping the solar
wind exerted by the interstellar ram pressure. This pressure is made
up of the interstellar magnetic field pressure, the momentum of the
interstellar plasma in motion relative to the solar system, the
interstellar plasma thermal pressure and the momentum exchange due to
the icnisation of interstellar atoms as they penetrate near to the
sun. A weak shock is expected at N 100 AU, constituting a heliccavity
boundary not inconsistent with positions suggested by cosmic ray
gradient measurements. Babyan and Dorman (1979) present one of a
number of calculations in the literature, based upon spherically
symmetric modulation, in which the additional slowing down effect of
cosmic rays on the solar wind is included. For likely, low values
of the interstellar neutral hydrogen density, i.e. Ny v 0.1 em~3 >
0.5 cm~3, the cosmic ray effect exceeds in magnitude that due to
charge exchange with the neutral gas and the solar wind is slowed by
a factor 2 in velocity in the 20-100 AU region, the exact scale size
of the deceleration being dependent on the form and energy density of
the galactic cosmic ray spectrum.

The problem of the access of interstellar cosmic rays to the
IMF lines has been discussed by Schatten and Wilcox (1964) and
Nagashima and Morishita (1979). These authors believe that access
is easier if the solar wind and interstellar magnetic fields are
nearly parallel, rather than anti-parallel, and that 22-year cycle
effects in the diurnal, long term and anomalous component variations
can be explained by the efficiency of this transfer process. Morfill
and Quenby (1971) have computed in detail the ability of energetic
charged particles to transfer across a tangential discontinuity
representing the field boundary between the geomagnetic tail and the
solar wind flow in the magnetosheath. The implication of their
results is that the relative orientation of the two sets of magnetic
field lines has little effect on the efficiency of particle transfer,
provided the dimensions of the interface are on a sufficiently large
scale. Significant turbulence at the heliosphere boundary would
invalidate all these models.

Speculation about acceleration of cosmic rays at the cavity
boundary is a topic which has been revived recently by Eichler et al
(1981). Attention was drawn to shock acceleration at the supersonic
to sub~sonic flow transition at this boundary by Jokipii (1968).
Eichler et al however point out that a favourable configuration for
acceleration with the shock normal nearly parallel to B probably occurs
only within a few degrees of the solar poles because the angle between
these directions is the same as ¥, the 'garden hose' angle we have
previously used. The acceleration is favourable because the injection
speed is low. This occurs because the speed needed by a particle to
escape upstream from a shock after reflection, or to overtake a
shock from a downstream position, goes down as ¥ decreases. Eichler
et al suppose ionised interstellar gas to constitute the injection
material at the solar poles for the anomalous component. This
component then drifts down to the solar equator provided the field is
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orientated in the post 1969/70 manner. Before this phase reversal,
drift is polewards and hence the observed presence of the anomalous
component in the 19708 only and not pre-1969 is explained. An

energy of roughly 240 MeV/charge is required to enable the particles

to drift the full latitude range against the -V x B electric field.
Hence this energy constitutes a minimum requirement on the boundary
acceleration mechanism. We see that Eichler et al (1981) have

provided a variant of the Fisk et al (1974) mechanism for the anomalous
component which incorporates the 3~dimensional aspects of modulation.
However this boundary acceleration may not be a unique explanation of
the 22-year wave aspect of anomalous spectral observations. Poleward
drift of the newly created ions, either during statistical acceleration
or during subsequent modulation, in the Fisk et al process under pre-
1969 conditions may be an equally good reason for the lack of an
observed anomalous flux at that epoch.

Jokipii and Levy (1979) have questioned from another viewpoint
the spherically symmetric boundary conditions commonly taken at the
heliosphere boundary for the galactic spectrum. They note that the
-V x B electric field produces an equator to pole potential difference
of 218 MeV using equation (6). This could have a marked effect on
cosmic rays entering with a comparable energy, as is evident from
our discussion in section (5.2) on the Kota process. Jokipii and
Levy appear to neglect any additional boundary potential &g as
discussed by Erdds and Kota (1978) which could be due to a curl E
connected with a reconnection process at the boundary. They instead
suppose a vacuum outside so that cosmic rays from infinity are
modulated at the boundary by an amount given by Liouville's theorem
for propagation in the electrostatic potential defined by -V x B with
B given by (6). Alternatively, Jokipii and Levy consider a situation
where some IMF lines connect to the interstellar medium via exit
. points where the solar wind flows out beyond the shock transition
downwind with respect to the interstellar medium wind flow. " It is
expected that E.B = 0 along each field line. Hence some parts of
the heliosphere are at the same electrostatic potential as the
interstellar cosmic ray component at great distances, while other
parts are not directly connected to interstellar space and may be at
the potential defined by -V x B. On either model, intensity
variations at the boundary comparable to the total depth of modulation
may occur. '

13. Dynamic Modulation

We have neglected to discuss explicitly the cause of the
Forbush decrease in this review, partly because it is likely to be
the result of transient changes in the solar wind connected with
passage of special discontinuity configurations and partly to keep
the amount of material under reasonable control. ILockwood (1971)
provided a review of Forbush Decrease observation and theory which
can be consulted. It is necessary, however, to mention the attention
which has again been drawn to the hypothesis that the long-term modulation
is actually made up of a series of Forbush Decreases. McDonald,
Trainor and Webber (1981), observe from their Pioneer 10 and Voyager
data that between June and September 1980, the level of the long term
variation showed a decrease of 18% in the > 200 MeV proton flux at
both 9 AU and 23 AU and that this reduction was achieved in a series
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of four Forbush Decreases. Each of these decreases had a sharp
onset, thus requiring a barrier mechanism such as Parker's (1961)
shock front or Quenby's (1971) tangential discontinuity as part

of the explanation. However the minimum intensity in the event

was seen when the solar wind had moved on 2-~3 AU. It is suggested
by McDonald et al that some additional cause is required to explain
this minimum and that Forbush decreases are an important component
in the long term modulation.

Preliminary theoretical investigations by Fisk Lee and Peko
(1981) and Alaniva, Guschina and Dorman (1981l) deal with time
dependent solutions of the Fokker-Planck transport equation with
increased particle scattering downstream of regions behind flare
produced shock fronts. The former authors neglect drift and take
each decrease as being due to a factor 10 decrease in K, for 8 days.
The latter authors allow Ky to be a function of r, t, 8 depending upon
the mean monthly sunspot area and green coronal line intensity at the
appropriate latitude and alsc include drift motion. Fisk et al (1981)
produce a predicted time dependence of the cosmic ray intensity
which is more jagged nearer sunspot minimum and less jagged at solar
maximum when several shocks are present in the heliosphere at the same
time. Hysteresis effects occur between the high and low energy
proton intensities. Alaniya et al (1981) claim, on the basis of a few
preliminary computations, that a drift particle flux is a necessary
feature of the model in order to explain the solar cycle.

14. Conclusions

As a brief conclusion to this review, we first re-iterate the
point that the basic process of modulation has been understood for
some time. What is needed for detailed understanding is a better
appreciation of the magnitude of the various effects summing to give
the total mechanism.

Advances in the determination of the magnitude of the transport
coefficients and their heliospherical distribution have been made,
but further progress depends to a great extent on information potentially
available from an out-of-ecliptic survey and analysis of data at
Y 20 AU. The data required will come mainly from the magnetometer
and plasma probes on the spacecraft going to these places.

The necessity to include drxift motion, statistical acceleration
and time dependent effects in the solution of the transport equation
seems established. Computational problems involved become more
formidable but must be faced if a full understanding of modulation
is to be achieved.

Specification of the boundary conditions in terms of particle
fluxes remain a difficulty which the experimentalist must help to
solve. In particular the source of the anomalous component and low
energy turn up should be known in terms of position and distribution
function in the inner solar system as an input to the Fokker-Planck
equation solution. Also evidence on the cavity boundary flux, possible
position dependent modulation and acceleration at this interface is
required, together with more theoretical study of the physical
mechanisms. .
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In terms of the impact of modulation studies on astrophysics
in general or other branches of Solar-Terrestrial Physics, the
detailed investigation of the plasma physics of particle transport
is important. Studies carried out in the IMF on the ability of
theory to describe particle transport in position space and enerqgy
space are probably unrivalled in their detail in the field of
natural plasmas. Application of the lessons we are learning in
the IMF to magnetospheric and astrophysical problems should be most
profitable.

Unfortunately we are little nearer the complete demodulation
solution. That is to say we cannot tell the astrophysicist yet exactly
what the interstellar cosmic ray flux is at all energies and for all
charge species. More penetrating deep space probes may be the only
answer! :
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FIGURE CAPTIONS

Figure 1 A representatlon of the Heliosphere current sheet as seen by an
observer 30° above the equatorial plane and 50 AU from the
sun for V = 4 x 107 cm s~! and a tilt angle a = 15°, (After
Jokipii and Thomas, 1981). The figure is 25 AU across.

Figure 2 Solar wind speeds averaged into 15° latitude intervals for six
month periods are plotted against time in (b) and (¢). Single
rotation estimates of polar coronal hole areas derived from
photospheric observations are plotted for the north polar hole in °
(a) and for the south in (d). The slowing of the wind above a * 30

latitude in 1978 is matched by a narrowing of the polar holes.
(after Coles et al, 1980).

Figure 3 The shape of the current sheet as extrapolated from the location of
the boundary crossings, the orientation of the local normals
of the current sheet and the longitudinal extension of the unipolar
regions of the interplanetary magnetic field. Solid lines. correspond
to the region of direct knowlege of the current sheet by HELIOS
observations. (after Villante et al. 1979).

Figure 4 Transverse power spectral density in interplanetary magnetic field
turbulence at different mean radial distances from the sun
(R in AU). (After Thomas and Smith 1980 b).

Figure 5 Power spectral density of fluctuations in ]EJ of the IMF at various
values of R (AU). (After Thomas and Smith 1980 b).

Figure 6 A simple approximation to the pitch angle diffusion coefficient
D (n) suggested by V8lk (1973). The dotted curve indicates the
quasilinear result Dg;. The actual D (n) is taken equal to Dg3 (n)
for ‘n|>|no| and equal to D (o) for |n|<|no| . nis cosine pitch
angle in the notation of V&lk.

Figure 7 The kinetic energy spectrum of the differential intensity jp (r,T)
for a monoenergetic galactic spectrum of protons at infinity
(UP > Ng S§(p - po) as r =), The kinetic energy of injection
To lS equal to the rest energy Ep. The diffusion coefficient K = K¢
pr 5 and vr/K (r,po) = 0,01, 0.1 and 1.0. (after Gleeson and
Webb. 1979).

Figure 8 Flow lines in the (r,p) plane for a moncenergetic alactic spectrum
of particles at 1nf1n1t§ (Uup ~ Ny (p - pglas r > @), The diffusion
coefficient K = K pr . and Vre /K(re,p ) = 0.1
The flow lines are shown by the full lines whereas the locii
< >= 0, <p> = 0 and the critical curve are shown by broken lines.
{after Gleeson and Webb) .

Pigure 9 To demonstrate the insensitivity of the near-Earth proton spectrum
to the form of the low energy galactic spectrum with
K =6 x 102! vr Pgcm? s-!. The force-field parameter ¢ (r = 1AU)= 0.14GV
and the solar cavity boundary-rb = 10 AU (after Gleeson and Webb).



Figure 10

Figure 11

Figure 12

Figure 13

Figure 14

Figure 15

Figure 16

Figure 17

Figure 18

Figure 19

_57_

(a),(b) A series of essentially monoenergetic nuclei spectra
in interstellar space (solid) and their resultant modulated
spectra at the Earth (dashed). Figure 10a is for protons,
figure 10b is for helium nuclei (after Goldstein et at 1970).

Differential energy spectra of hydrogen, helium,carbon and oxygen
observed in the interplanetary medium near 1AU during the solar
ninimum in 1976-77 at times when solar flare particles were not
present. Particles in the rising portions of the energy spectra
are believed to be predominately interplanetary in origin, The
galactic cosmic rays are ¢bserved for H abéve 10 MeV, for Hecabove
60 = 80 MeV/nuc and for C and 0 above 30 MeV/nuc. In the
intermediate energy range ( v 1 to 30 MeV/nuc) appear the
anomalous 'cosmic-ray' component where helium and oxygen are
highly overabundant and have 'humped' spectral shapes. At

still lower energies, a quiet time turn—up is seen. (after
Mason et al, 1977).-

Comparison of model calculations with experimental results for the
quiet time spectra. 1973 quiet time He, N and O dataé®; 1973-1975
low energy N, O, Ne data @; high energy He and O data (+). The
high energy N and Ne spectra are normalized to the oxygen spectum
using galactic cosmic ray abundances. Curves (1) and (2) are

the calculated spectra for the galactic component and for the
anomalous component, respectively. After Klecker (1977) where
references to the originalsources of the data are also given.

The near—Earth intensity spectrum (Jr), gradient (Gr) and radial
anisotropy (£r) for the latitude-dependent model of Fisk (19764).

A plot of intensity versus polar angle €at r = 1AU for T = 25 MeV
and T = LGeV protons from Fisk (1976d). Note the difference
between flo polar diffusion Ry = O (dashed curves) and polar
diffusion included (Xg$0, full curves).

Solutions of modulation equation for near-Earth intensities of
protons (a ) and electrons (c). Polar intensity distributions
for protons at 1AU are shown in (b). (after Moraal et al 1979).

Illustration of the fraction of near-Earth particles that crossed
the boundary of the modulation cavity at a particular heliolatitude
(after Moraal et al 1979).

Energetic, positively charged particles whose guiding centres
fall within a gyration radius of the magnetic reversing layer
undergoing rapid migration in the direction Vv x B (after Levy 1973).

Computed intensity (or density) of 70 MeV protons as a function
of heliocentric radius r, at 10° intervals. q A is positive
(after Jokip ii and Kopriva, 1979).

Computed intensity (or density) of 70 MeV protons as a function
of heliocentric radius r, at 10° intervals. gq A is negative .
(after .Jokipii and Kopriva, 1979).
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